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MA8451-PROBABILITY AND RANDOM PROCESSES 

 

Problems on Wide Sense Stationary (WSS): 

 

1. Show that the random process (𝒕) = 𝑨 𝐜𝐨(𝑚𝒕 + 𝜽) is WSS, where 

 

𝑨 𝒂𝒏𝒅 𝑚 are constants and 𝜽 is uniformly distributed on the interval 

 

(𝟎, 𝟐𝝅) 

 
Solution: 

 
Given, (𝑡) = 𝐴 cos(𝜔𝑡 + 𝜃) 

 
𝜃 is uniformly distributed on the interval (0, 2𝜋) 
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0 

 

𝑓(𝜃) = 
1 

 
 

𝑏 − 𝑎 

 

, 𝑎 < 𝜃 < 𝑏 

 

 

𝑓(𝜃) = 
1 

 
 

2𝜋 

 

, 0 < 𝜃 < 2𝜋 

 

To Prove (𝒕) is WSS. 

 
(i)𝑀𝑒𝑎𝑛 = 𝐸[𝑋(𝑡)] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 
(ii) 𝐴𝑢𝑡𝑜 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑅(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] depends on 𝑟 

 

 

(i) [(𝑡)] = 

 
∞ 

∫−∞ 

 

𝑋(𝑡)𝑓(𝜃)𝑑𝜃 

 

= 
2𝜋 
𝐴 cos(𝜔𝑡 + 𝜃) 

1
  𝑑𝜃 

∫0 

 
= 

𝐴 

2𝜋 

 
 

2𝜋 
 

 

[sin(𝜔𝑡 + 𝜃)]2𝜋 
 

 

= 
𝐴 

2𝜋 

 
[sin(𝜔𝑡 + 2𝜋) − sin(𝜔𝑡 + 0)] 

 
 

= 
𝐴 

2𝜋 

 
[sin 𝜔𝑡 − sin 𝜔𝑡] = 0 

 

[𝑋(𝑡)] = 0 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

(ii)𝑅𝑋𝑋(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] 

= [𝐴 cos(𝜔𝑡 + 𝜃) 𝐴 cos(𝜔(𝑡 + 𝑟) + 𝜃)] 
 

= [𝐴2][cos(𝜔𝑡 + 𝜃) cos(𝜔(𝑡 + 𝑟) + 𝜃)] 

 

= 𝐴2 
1 

[cos(𝜔𝑡 + 𝜃 + 𝜔𝑡 + 𝜔𝑟 + 𝜃) cos(𝜔𝑡 + 𝜃 − 𝜔𝑡 − 𝜔𝑟 − 𝜃)] 2 
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0 

 

 

= 𝐴2 
1 

[cos(2𝜔𝑡 + 2𝜃 + 𝜔𝑟) cos(−𝜔𝑟)] 2 
 

= 
𝐴2 

[cos(2𝜔𝑡 + 2𝜃 + 𝜔𝑟) cos(𝜔𝑟)] 
2 

 

= 
𝐴2 

[cos 𝜔𝑟 + 
2 

∫
2𝜋 

cos(2𝜔𝑡 + 2𝜃 + 𝜔𝑟) 

 
1 

 

 

2𝜋 

 
𝑑𝜃] 

 

= 
𝐴2 

 
cos 𝜔𝑟 + 𝐴

2 

[
 sin (2𝜔𝑡+2𝜃+𝜔𝑐)  2𝜋 

] 
2 4𝜋 2 0 

 

= 
𝐴2 

2 
cos 𝜔𝑟 + 

𝐴2 

[sin(2𝜔𝑡 + 𝜔𝑟 + 4𝜋) − sin(2𝜔𝑡 + 𝜔𝑟)] 
8𝜋 

 

= 
𝐴2 

2 
cos 𝜔𝑟 + 

𝐴2 

[sin(2𝜔𝑡 + 𝜔𝑟) − sin(2𝜔𝑡 + 𝜔𝑟)] 
8𝜋 

 

= 
𝐴2 

2 
cos 𝜔𝑟 + 

𝐴2 

[0] 
8𝜋 

 

 
𝑅𝑋𝑋 

(𝑟) = 
𝐴2

 

2 

 
cos 𝜔𝑟 

 

Hence (𝑡) is WSS process. 

 

2.Show that the random process 𝑿(𝒕) = 𝑨 𝐜𝐨𝐬 𝝀𝒕 + 𝑩 𝒔𝒊𝒏 𝝀𝒕 where 𝝀 is a 

constant, A and B are random variables, is WSS if (i) 𝑬[𝑨] = 𝑬[𝑩] = 𝟎 

(ii) [𝑨𝟐] = [𝑩𝟐] and (iii) 𝑬[𝑨𝑩] = 𝟎 

 
Solution: 

cos(−𝜃) = cos 𝜃 

cos 𝐴 cos 𝐵 = [cos(𝐴 + 𝐵) + cos(𝐴 − 𝐵)] 
1 

2 
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Given, (𝑡) = 𝐴 cos 𝜆𝑡 + 𝐵 𝑠𝑖𝑛 𝜆𝑡 
 

[𝐴] = [𝐵] = 0 , 𝐸[𝐴2] = 𝐸[𝐵2] , 𝐸[𝐴𝐵] = 0 

 
To Prove (𝒕) is WSS. 

 
(i)𝑀𝑒𝑎𝑛 = 𝐸[𝑋(𝑡)] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 
(ii) 𝐴𝑢𝑡𝑜 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑅(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] depends on 𝑟 

 
(i)[𝑋(𝑡)] = [𝐴 cos 𝜆𝑡 + 𝐵 𝑠𝑖𝑛 𝜆𝑡 ] 

 

= [𝐴] cos 𝜆𝑡 + [𝐵] 𝑠𝑖𝑛 𝜆𝑡 
 

= 0 ∗ cos 𝜆𝑡 + 0 ∗ 𝑠𝑖𝑛 𝜆𝑡 
 

[𝑋(𝑡)] = 0 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

(ii)𝑅𝑋𝑋(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] 

= [(𝐴 cos 𝜆𝑡 + 𝐵 𝑠𝑖𝑛 𝜆𝑡)(𝐴 cos 𝜆(𝑡 + 𝑟) + 𝐵 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟))] 
 

= [𝐴2 cos 𝜆𝑡 cos (𝑡 + 𝑟) + 𝐴𝐵 cos 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟) 
 

+ 𝐴𝐵 𝑠𝑖𝑛 𝜆𝑡 cos (𝑡 + 𝑟) + 𝐵2𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 (𝑡 + 𝑟)] 

 
= [𝐴2 cos 𝜆𝑡 cos (𝑡 + 𝑟) ] + 𝐸[𝐴𝐵 cos 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟)] + 

 
[𝐴𝐵 𝑠𝑖𝑛 𝜆𝑡 cos (𝑡 + 𝑟) ] + [𝐵2𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟)] 

 
= [𝐴2 cos 𝜆𝑡 cos (𝑡 + 𝑟) ] + 𝐸[𝐵2𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟)] 

 
= [𝐴2] cos 𝜆𝑡 cos (𝑡 + 𝑟) + 𝐸[𝐵2]𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟) 
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= 𝑘 cos 𝜆𝑡 cos (𝑡 + 𝑟) + 𝑘 𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 (𝑡 + 𝑟) 
 

= [cos 𝜆𝑡 cos (𝑡 + 𝑟) + 𝑠𝑖𝑛 𝜆𝑡 𝑠𝑖𝑛 𝜆(𝑡 + 𝑟)] 
 

= [cos( 𝜆𝑡 − 𝜆𝑡 − 𝜆𝑟)] 
 
 

= [cos( −𝜆𝑟)] 
 

= [cos (𝜆𝑟)] 
 

Hence (𝑡) is WSS process. 

 

3. Given a random variable 𝒚 with characteristic function (𝑚) = 
 

[𝒆𝒊𝑚𝒚] and a random process (𝒕) = 𝐜𝐨𝐬(𝝀𝒕 + 𝒚). Show that (𝒕) is stationary 

in the wide sense if (𝟏) = 𝝋(𝟐) = 𝟎 

Solution: 

 
Given, (𝑡) = cos(𝜆𝑡 + 𝑦) 

 

(𝜔) = [𝑒𝑖𝜔𝑦] = 𝐸[cos 𝜔𝑦 + 𝑖 sin 𝜔𝑦] 

 
= [cos 𝜔𝑦] + 𝑖 E[sin 𝜔𝑦] 

 

Given, (1) = 0 

 

⇒ 0 = [cos 𝑦] + 𝑖 E[sin 𝑦] 
 

[cos 𝑦] = 0; E[sin 𝑦] = 0 

cos(−𝜃) = cos 𝜃 
 

cos 𝐴 cos 𝐵 + sin 𝐴 sin 𝐵 = cos(𝐴 − 𝐵) 
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Given, (2) = 0 
 
 

⇒ 0 = [cos 2𝑦] + 𝑖 E[sin 2𝑦] 
 

[cos 2𝑦] = 0; E[sin 2𝑦] = 0 
 
 

To Prove (𝒕) is WSS. 

 
(i)𝑀𝑒𝑎𝑛 = 𝐸[𝑋(𝑡)] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 
(ii) 𝐴𝑢𝑡𝑜 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑅(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] depends on 𝑟 

 
(i)[𝑋(𝑡)] = [cos(𝜆𝑡 + 𝑦) ] 

 

= [cos 𝜆𝑡 cos 𝑦 − sin 𝜆𝑡 𝑠𝑖𝑛 𝑦] 
 
 

= cos 𝜆𝑡 [cos  ] − sin 𝜆𝑡 𝐸[sin 𝑦] 
 

= cos 𝜆𝑡 ∗ 0 − sin 𝜆𝑡 ∗ 0 
 
 

[𝑋(𝑡)] = 0 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

(ii)𝑅𝑋𝑋(𝑟) = 𝐸[𝑋(𝑡)𝑋(𝑡 + 𝑟)] 

= [cos (𝜆𝑡 + 𝑦) cos ((𝑡 + 𝑟) + 𝑦) ] 
 

= [cos (𝜆𝑡 + 𝑦) cos (𝜆𝑡 + 𝜆𝑟 + 𝑦) ] 
 
 

1 
=  [cos(𝜆𝑡 + 𝑦 + 𝜆𝑡 + 𝜆𝑟 + 𝑦) + cos(𝜆𝑡 + 𝑦 − 𝜆𝑡 − 𝜆𝑟 − 𝑦)] 2 

Cos(𝐴 + 𝐵) = cos 𝐴 cos 𝐵 − sin 𝐴 sin 𝐵 

cos 𝐴 cos 𝐵 = 
1 

[cos(𝐴 + 𝐵) + cos(𝐴 − 𝐵)] 
2 
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1 
=  [cos(2𝜆𝑡 + 2𝑦 + 𝜆𝑟) + cos(−𝜆𝑟)] 2 

 

1 
=  cos 𝜆𝑟 + 

2 

1 
[cos(2𝜆𝑡 + 𝜆𝑟) cos 2𝑦 − sin (2𝜆𝑡 + 𝜆𝑟) sin 2𝑦] 

2 
 

1 
=  cos 𝜆𝑟 + 

2 

1 
cos(2𝜆𝑡 + 𝜆𝑟) 𝐸[cos 2𝑦] − 

2 

1 
sin (2𝜆𝑡 + 𝜆𝑟) 𝐸[sin 2𝑦] 

2 
 

1 
=  cos 𝜆𝑟 + 

2 

1 
(0) 

2 
 

1 
𝑅(𝑟) = 

2 
cos 𝜆𝑟 

 

Hence {(𝑡)} is WSS process. 

 

4. Show that the process 𝑿(𝒕) = 𝒀𝐜𝐨𝐬 𝑚𝒕 + 𝒁𝐬𝐢𝐧 𝑚𝒕 where 𝒀 and Z 

independent RV’s which follows 𝑵(𝟎, 𝝈𝟐) and 𝑚 is a constant, is wide sense 

stationary. 

Solution: 

 

Given (𝑡) = 𝑌cos 𝜔𝑡 + 𝑍sin 𝜔𝑡, where 𝑌 and 𝑍 are independent (i)(𝑌) = 

𝐸(𝑍) = 0 

(ii) (𝑌𝑍) = 0 
 

(iii) (𝑌2) = (𝑍2) = 𝜎2 
 

To prove {(𝒕)} is a WSS process, 
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(1) 𝐸[𝑋(𝑡)] is a constant 

 

(2) 𝑅(𝑡1, 𝑡2) is a function of 𝑟 

(1) [(𝑡)] = 𝐸[𝑌cos 𝜔𝑡 + 𝑍sin 𝜔𝑡] 

 

= (𝑌)cos 𝜔𝑡 + 𝐸(𝑍)sin 𝜔𝑡 
 

= 0 + 0 = 0 From (i) 

 

∴ [(𝑡)] is a constant 

 

(2) 𝑅(𝑡1, 𝑡2) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] 

= [(𝑌cos 𝜔𝑡1 + 𝑍sin 𝜔𝑡1)(𝑌cos 𝜔𝑡2 + 𝑍sin 𝜔𝑡2)] 

= [𝑌2 cos 𝜔𝑡1 cos 𝜔𝑡2 + 𝑌𝑍 sin 𝜔𝑡2 cos 𝜔𝑡1 + 𝑍𝑌sin 𝜔𝑡1cos 𝜔𝑡2 

+𝑍2sin 𝜔𝑡1sin 𝜔𝑡2] 

 
= (𝑌2)cos 𝜔𝑡1cos 𝜔𝑡2 + 𝐸(𝑌𝑍)sin 𝜔𝑡2cos 𝜔𝑡1 + 𝐸(𝑌𝑍)sin 𝜔𝑡1cos 𝜔𝑡2 

 
+(𝑍2)sin 𝜔𝑡1sin 𝜔𝑡2 

= 𝜎2cos 𝜔𝑡1cos 𝜔𝑡2 + 0 + 0 + 

𝜎2sin 𝜔𝑡1sin 𝜔𝑡2  ⏟Fr_om̧  (ii) & (iii) 

 

= 𝜎2[cos 𝜔𝑡1cos 𝜔𝑡2 + sin 𝜔𝑡1sin 𝜔𝑡2] 

= 𝜎2cos(𝜔𝑡1 − 𝜔𝑡2) 

= 𝜎2cos[𝜔(𝑡1 − 𝑡2)] 

R𝑋𝑋(𝑡1, 𝑡2) = 𝜎2cos 𝜔𝑟 

𝑅(𝑡1, 𝑡2) is a function of 𝑟. 

Since the conditions (1) and (2) for WSS are satisfied. 
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(𝑦) = (−1) ( ) + 2 ( 

Hence, {(𝑡)} is a WSS Process. 

 

5. If (𝒕) = 𝒀𝐜𝐨𝐬 𝒕 + 𝒁𝐬𝐢𝐧 𝒕, where 𝒀 and 𝒁 are independent binary 

random variables each of which assumes the values −𝟏 and +𝟐 with 

probabilities 𝟐 and 𝟏 respectively. Prove that {(𝒕)} is WSS. 
𝟑 𝟑 

 
 

Solution: 

 

Given (𝑡) = 𝑌cos 𝑡 + 𝑍sin 𝑡, where 𝑌 and 𝑍 are independent binary random variables. 

The probability distribution of 𝑌 and 𝑍 are given by 

 

 

 

 

(𝑌) = ∑ 
2 1

 
3 3 

 
 

(𝑌) = 0 
 
 

(𝑌2) = ∑ 𝑦2 (𝑦) = 1 ( 
2 1 
) + 4 ( ) 

3 3 
 

= 
2 

+ 
4 

3 3 
 
 

= 
6 

= 2 
3 

) 

y -1 2 

P(y) 2/3 1/3 

 

z -1 2 

P(z) 2/3 1/3 
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Similarly, (𝑍) = 0, (𝑍2) = 2. 
 

Since, 𝑌 and 𝑍 are independent, (𝑌𝑍) = (𝑌)𝐸(𝑍) = 0 

 

To prove {(𝒕)} is a WSS process 

 

(1) 𝐸[𝑋(𝑡)] is a constant 

 

(2) 𝑅(𝑡1, 𝑡2) is a function of n of 𝑟 

(1) [(t)] = 𝐸[𝑌cos 𝑡 + 𝑍sin 𝑡] 

 

= (𝑌)cos 𝑡 + 𝐸(𝑍)sin 𝑡 = 0 
 
∴ [(𝑡)] is a constant. 

 

(2) 𝑅(𝑡1, 𝑡2) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] 

= [(𝑌cos 𝑡1 + 𝑍sin 𝑡1)(𝑌cos 𝑡2 + 𝑍sin 𝑡2)] 

= [𝑌2cos 𝑡1cos 𝑡2 + 𝑌𝑍sin 𝑡2cos 𝑡1 + 𝑌𝑍sin 𝑡1cos 𝑡2 + 𝑍2sin 𝑡1sin 𝑡2] 

= (𝑌2)cos 𝑡1cos 𝑡2 + 𝐸(𝑌𝑍)sin 𝑡2cos 𝑡1 + 𝐸(𝑌𝑍)sin 𝑡1cos 𝑡2 

+(𝑍2)sin 𝑡1sin 𝑡2 
 

= 2cos 𝑡1cos 𝑡2 + 2sin 𝑡1sin 𝑡2 

= 2cos(𝑡1 − 𝑡2) = 2cos 𝑟 

 
𝑅(𝑡1, 𝑡2) is a function of 𝑟. 

Since the conditions (1) and (2) for WSS are satisfied. 

Hence, {(𝑡)} is a WSS Process. 
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𝒊 

𝒊=𝟏 

𝑖=1 

𝑖 

𝑖=1 

𝑖=1 

6. Consider the process (𝒕) = ∑𝒏 (𝑨(𝑨𝒊𝐜𝐨𝐬 𝒑𝒊𝒕 + 𝑩𝒊𝐬𝐢𝐧 𝒑𝒊𝒕) where 𝑨𝒊 

and 𝑩𝒊 are uncorrelated R.v’s with mean’ 0 ’ & variance 𝝈𝟐. Prove that 
 

{(𝒕)} is a WSS process. 

Solution: 

Given (𝑡) = ∑𝑛 (𝐴𝑖cos 𝑝𝑖 𝑡 + 𝐵𝑖sin 𝑝𝑖 𝑡) 

𝐴𝑖 and 𝐵𝑖 are Rv’s 

 
Given Means of 𝐴𝑖 and 𝐵𝑖 = 0 ⇒ [𝐴𝑖] = 0 & [𝐵𝑖] = 0 and 

 
Var[𝐴𝑖] = Var[𝐵𝑖] = 𝜎2 

⇒ [𝐴2] = [𝐵2] = 𝜎2 
𝑖 𝑖 𝑖 

 

Also 𝐴𝑖 and 𝐵𝑖 are uncorrelated ∴ [𝐴𝑖𝐵𝑗] = 0 for all 𝑖, 𝑗 

 
∴ [𝐴𝑖 𝐴𝑗] = [𝐵𝑖 𝐵𝑗] = 0 for 𝑖 ≠ 𝑗 

 
To prove {(𝒕)} is a WSS process 

 

(1) 𝐸[𝑋(𝑡)] is a constant 

 

(2) 𝑅(𝑡1, 𝑡2) is a function of 𝑟. 

 
(1) [(𝑡)] = 𝐸[∑𝑛 (𝐴𝑖cos 𝑝𝑖 𝑡 + 𝐵𝑖sin 𝑝𝑖 𝑡)] 

= ∑𝑛 [(𝐴𝑖)cos 𝑝𝑖 𝑡 + 𝐸(𝐵𝑖)sin 𝑝𝑖 𝑡] = 0 

 
∴ [(𝑡)] is a constant. 
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𝑖=1 

2) The ACF of {(𝑡)} is given by (𝑟) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] 

 
= [∑𝑛 (𝐴𝑖cos 𝑝𝑖 𝑡1 + 𝐵𝑖sin 𝑝𝑖 𝑡1)∑𝑛 (𝐴𝑗cos 𝑝𝑗𝑡2 + 𝐵𝑗sin 𝑝𝑗𝑡2) 

𝑖=1 𝑗=1 
 
 

= [∑𝑛 ∑𝑛 (𝐴𝑖cos 𝑝𝑖 𝑡1 + 𝐵𝑖sin 𝑝𝑖 𝑡1)(𝐴𝑗cos 𝑝𝑗𝑡2 + 𝐵𝑗sin 𝑝𝑗𝑡2)] 
𝑖=1 𝑗=1 

 

 
=E[∑𝑛 ∑𝑛 [[𝐴𝑖𝐴𝑗cos 𝑝𝑖 𝑡1cos 𝑝𝑗𝑡2 + 𝐴𝑖𝐵𝑗cos 𝑝𝑖 𝑡1sin 𝑝𝑗𝑡2 + 

𝑖=1 𝑗=1 

 

𝐴𝑗𝐵𝑖 sin 𝑝𝑖 𝑡1cos 𝑝, 𝑡2 +𝐵𝑖 𝐵𝑗sin 𝑝𝑖 𝑡1sin 𝑝𝑗𝑡2)] 

 

=∑𝑛 ∑𝑛 [[(𝐴𝑖 𝐴 )cos 𝑝𝑖 𝑡1 cos 𝑝𝑗𝑡2 + 𝐸(𝐴𝑖𝐵𝑗) cos 𝑝𝑖 𝑡1 sin 𝑝𝑗𝑡2 + 
𝑖=1 𝑗=1 

 

(𝐴𝑗𝐵𝑖)sin 𝑝𝑖 𝑡1cos 𝑝, 𝑡2 +𝐸(𝐵𝑖 𝐵𝑗)sin 𝑝𝑖 𝑡1sin 𝑝𝑗𝑡2)] 

 
=∑𝑛 ∑𝑛 [(𝐴𝑖𝐴 )cos 𝑝𝑖 𝑡1 cos 𝑝𝑗𝑡2+𝐸(𝐵𝑖 𝐵𝑗)sin 𝑝𝑖 𝑡1sin 𝑝𝑗𝑡2)] 

𝑖=1 𝑗=1 
 
 

=∑𝑛 [(𝐴 )2cos 𝑝𝑖 𝑡1 cos 𝑝𝑗𝑡2+𝐸(𝐵𝑖)2sin 𝑝𝑖 𝑡1sin 𝑝𝑗𝑡2)] 

 
= ∑𝑛 𝜎2(cos 𝑝𝑖 𝑡1cos 𝑝𝑖 𝑡2 + sin 𝑝𝑖 𝑡1sin 𝑝𝑖 𝑡2) = ∑n 𝜎2cos(𝑝𝑖𝑡1 − 𝑝𝑖 𝑡2) 

=1   𝑖 𝑖=1   
 
 

(𝑟) = ∑𝑛 𝜎2cos 𝑝𝑖 𝑟 
𝑖=1   

 
 

RXX(t1, t2) is a function of 𝑟. 

 
Since the conditions (1) and (2) for WSS are satisfied. 

Hence, {(𝑡)} is a WSS Process. 

7. Let (𝒕) = 𝑩𝐬𝐢(𝟏𝟎𝟎𝒕 + 𝜽), where 𝑩 and 𝜽 are independent 𝑹𝑽′ s such that 𝜽 

is uniform distributed over (−𝝅, 𝝅) and B has mean ‘0’ and variance 
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‘1’. Find mean and auto correlation function of {X(t)} 

Solution: 

Given (𝑡) = 𝐵sin(100𝑡 + 𝜃), where 𝐵 and 𝜃 are independent 𝑅𝑉′ s. 

 

𝜃 is uniform distributed over (−𝜋, 𝜋). 
 

(𝜃) = 
1

 
2𝜋 

, −𝜋 < 𝜃 < 𝜋 

 

Mean of 𝐵 = 0 ⇒ [𝐵] = 0 
 

variance of B= 1 ⇒ 𝐸[𝐵2] = 1 

 

The mean of (𝑡) is given by 

 

[𝑋(𝑡)] = [𝐵 sin(100𝑡 + 𝜃)] 
 

= [𝐵][sin(100𝑡 + 𝜃) 
 

= 0 × [sin(100𝑡 + 𝜃)] 
 

[𝑋(𝑡)] = 0 
 

Mean of (𝑡) = 0 
 

The ACF of {(𝑡)} is given by 

 

𝑅XX(𝑡1, 𝑡2) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] 

= [𝐵sin(100𝑡1 + 𝜃)𝐵sin(100𝑡2 + 𝜃)] 

= [𝐵2sin(100𝑡1 + 𝜃)sin(100𝑡2 + 𝜃)] 

= [𝐵2][sin(100𝑡1 + 𝜃)sin(100𝑡2 + 𝜃)] 
 

1 
= 1 × 𝐸 

2 
[cos (100𝑡1 + 𝜃 − 100𝑡2 − 𝜃) − cos (100𝑡1 + 𝜃 + 100𝑡2 + 𝜃)] 
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[ ( 

= ( 

( 

1 = [𝐸 cos 100𝑡 
 

− 100𝑡 ) − cos(100𝑡 + 100𝑡 + 2𝜃)]] 
2 1 2 1 2 

 1 ( ( )] = [𝐸 
2 

cos 100𝑟 − cos 100𝑡1 + 100𝑡2 + 2𝜃 ] 

 
1 1 [ ( )] = cos 100𝑟 − 𝐸 
2 2 

cos 100𝑡1 + 100𝑡2 + 2𝜃 

 
 

1 1 𝜋 cos 100𝑟 − ∫ cos 100𝑡 
  

 
+ 100𝑡 

 
+ 2𝜃)f(𝜃) 𝑑𝜃 

2 2 −π 1 2 

1 1 𝜋 = cos 100𝑟 − ∫ cos 100𝑡 
  

 
+ 100𝑡 + 2𝜃) 

1
 
 
d 𝜃 

2 2 −π 1 2 2𝜋 

 

1 1 sin(100𝑡1+100𝑡2+2𝜃) 𝜋 = cos 100𝑟 − 
2 

[ 
4𝜋 2 

] 
−𝜋 

 
 

= 
1 

cos 100𝑟 − 
2 

1 
 

 

8𝜋 
[sin(100𝑡1 + 100𝑡2 + 2𝜋) - sin(100𝑡1 + 100𝑡2 + 2𝜋)] 

 
 

= 
1 

cos 100𝑟 − 
2 

1 
 

 

8𝜋 
(0) = 1 cos 100𝑟 

2 
 
 

Auto Correlation function of X(t) = 1 cos 100𝑟 
2 

 
 

8. Let (𝒕) = 𝑨𝐜𝐨𝐬 𝝀𝒕 + 𝑩𝐬𝐢𝐧 𝝀𝒕, where 𝝀 is a constant and 𝑨&𝑩 are 

independent 𝐑 's with mean ′𝟎′ & variance 1. Prove that {(𝒕)} is covariance 

stationary. 

Solution: 

 

Given (𝑡) = 𝐴cos 𝜆𝑡 + 𝐵sin 𝜆𝑡, where 𝐴&𝐵 are RV’s and 𝜆 is a constant. Given 

(𝐴) = (𝐵) = 0. 

Also given 𝐴 and 𝐵 are independent RV’s. 
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∴ [𝐴𝐵] = [𝐴]𝐸[𝐵] = 0 
 

Also given Var(𝐴) = Var(𝐵) = 1 
 
⇒ [𝐴2] = [𝐵2] = 1 

 
To prove {(𝒕)} is a covariance stationary process 

 

(1) 𝐸[𝑋(𝑡)] is a constant 

 

(2) 𝐶(𝑡1, 𝑡2) is a function of 𝑟 

 
(1) E[X(t)] = 𝐸[𝐴cos 𝜆𝑡 + 𝐵sin 𝜆𝑡] 

 

= [𝐴]cos 𝜆𝑡 + 𝐸[𝐵]sin 𝜆𝑡 
 

[𝑋(𝑡)] = 0 
 
∴ [(𝑡)] is a constant. 

 

(2) 𝐶𝑋𝑋(𝑡1, 𝑡2) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] − 𝐸[𝑋(𝑡1)]𝐸[𝑋(𝑡2)] 

 
= [(𝐴cos 𝜆𝑡1 + 𝐵sin 𝜆𝑡1)(𝐴cos 𝜆𝑡2 + 𝐵sin 𝜆𝑡2)] − 0 × 0 

 
= [𝐴2cos 𝜆𝑡1cos 𝜆𝑡2 + 𝐴𝐵cos 𝜆𝑡1sin 𝜆𝑡2 + 

𝐴𝐵sin 𝜆𝑡1cos 𝜆𝑡2+𝐵2sin 𝜆𝑡1sin 𝜆𝑡2] 

 
= [𝐴2]cos 𝜆𝑡1cos 𝜆𝑡2 + 𝐸[𝐴𝐵]cos 𝜆𝑡1sin 𝜆𝑡2 + 𝐸[𝐴𝐵]sin 𝜆𝑡1cos 𝜆𝑡2 + 

[𝐵2]sin 𝜆𝑡1sin 𝜆𝑡2 

 
=cos 𝜆𝑡1cos 𝜆𝑡2 + 0 + 0 + sin 𝜆𝑡1sin 𝜆𝑡2 

 
= cos (𝑡1 − 𝑡2) 
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𝐶(𝑡1, 𝑡2) = cos 𝜆𝑟 

 
∴ 𝐶(𝑡1, 𝑡2) is a function of 𝑟 

Since the conditions (1) and (2) for Covariance Stationary Process are {X(t)} is 

a covariance stationary process. 

Problems under SSS process: 

 
For a SSS process, [𝑿(𝒕)] 𝒊𝒔 𝒂 𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕 𝒇𝒐𝒓 𝒆𝒗𝒆𝒓𝒚 𝒏. 

 
1. Verify whether the sine wave (𝒕) = 𝒀 𝐜𝐨𝐬 𝜔𝐭, where Y is a random 

variable uniformly distributed over (𝟎, 𝟏) is a SSS process or not. 

Solution: 

 
Given, (𝑡) = 𝑌 cos ωt, where Y is a random variable uniformly distributed 

over (0,1) 

∴ (𝑦) = 1 ; 0 < 𝑦 < 1 

 
For a SSS process, [𝑋(𝑡)] 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑛. 

 
 

𝐸[𝑌] = 1 𝑦 𝑓 (𝑦) 𝑑𝑦 
∫0 𝑌 

 

1 𝑦2  1 1 

= ∫0 𝑦 𝑑𝑦 = [ ] = 
2   0 2 

 
 

[𝑋(𝑡)] = [𝑌 cos ωt ] 
 

= [𝑌] cos ωt 
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= 
1 

cos ωt 
2 

 

[(𝑡)] is not a constant. 

 

Hence {(𝑡)} is not a SSS process. 

 

2. Consider random process X((t) defined by 𝑿(𝒕) = 𝑼𝒄𝒐𝒔𝒕 + 𝑽𝒔𝒊𝒏𝒕, where 

U and V are independent random variables each of which assumes the 

values -2 and 1 with probabilities 1/3and 2/3 respectively. Show that {X(t)} 

is a wide sense stationary process and not a strict sense stationary 

process(SSS) 

Solution: 

 

Given (𝑡) = 𝑈𝑐𝑜𝑠𝑡 + 𝑉𝑠𝑖𝑛𝑡 where U and V are R.V’S with the following 

probability distributions 

  
 

 
 

(𝑈) =  ∑ 𝑢𝑝(𝑢) = (−2  × 
1 

) + (1 × 
3 

2 2 2 
) = −  +  = 0 

3 3  3 
 

(𝑈2) = ∑ 𝑢2 
 
𝑝(𝑢) 

 
= (4 × 

1 2 
) + (1 × ) = 

4 2 
+ = 2 

3 3 3 3 
 

(𝑈3) = ∑ 𝑢3(𝑢) = (−8 × 
1

) + (1 × 
2

) = − 
8 

+ 
2 

= −2 
3 3 3 3 

 

Similarly (𝑉) = 0, (𝑉2) = 2, 𝐸(𝑉3) = −2 
 

Since U and V are independent R.V’S , follow that 

v -2 1 

P(v) 1/3 2/3 

 

u -2 1 

P(u) 1/3 2/3 
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(𝑈𝑉) = (𝑈)𝐸(𝑉) = 0 × 0 = 0 
 

(𝑈2𝑉) = (𝑈2)𝐸(𝑉) = 2 × 0 = 0 
 

(𝑈𝑉2) = (𝑈)𝐸(𝑉2) = 0 × 2 = 0 
 

To Prove (𝒕) is WSS. 

 
(i)𝑀𝑒𝑎𝑛 = 𝐸[𝑋(𝑡)] = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 
(ii) 𝐴𝑢𝑡𝑜 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑅(𝑟) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] depends on 𝑟 

 
(i)[𝑋(𝑡)] = [𝑈 cos 𝑡 + 𝑉 𝑠𝑖𝑛𝑡 ] 

 
= [𝑈] cos 𝑡 + [𝑉] sin 𝑡 

 

= 0 + 0 = 0 
 

𝐸[𝑋(𝑡)] 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 
 

(ii)𝑅(𝑡1, 𝑡2) = 𝐸[𝑋(𝑡1)𝑋(𝑡2)] 

 
= [(𝑈 cos 𝑡1 + 𝑉 𝑠𝑖𝑛 𝑡1)(𝑈 cos 𝑡2 + 𝑉 𝑠𝑖𝑛𝑡2)] 

 
= [𝑈2 cos 𝑡1 cos 𝑡2 + 𝑈𝑉 cos 𝑡1 𝑠𝑖𝑛 𝑡2 + 𝑈𝑉 𝑠𝑖𝑛 𝑡1 cos 𝑡2 + 

𝑉2𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2] 

 
= [𝑈2 cos 𝑡1 cos 𝑡2 ] + 𝐸[𝑈𝑉 cos 𝑡1 𝑠𝑖𝑛 𝑡2] + 𝐸[𝑈𝑉 𝑠𝑖𝑛 𝑡1 cos 𝑡2 ] + 

[𝑉2𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2] 

 
= [𝑈2 cos 𝑡1 cos 𝑡2 ] + 𝐸[𝑉2𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2] 

 
= [𝑈2] cos 𝑡1 cos 𝑡2 + [𝑉2]𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2 
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= 2 cos 𝑡1 cos 𝑡2 + 2 𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2 

 
= 2[cos 𝑡1 cos 𝑡2 + 𝑠𝑖𝑛 𝑡1 𝑠𝑖𝑛 𝑡2] 

 
= 2[cos( 𝑡1 − 𝑡2)] 

 
 

= 2[cos 𝑟] 
 

Since the conditions (1) and (2) for WSS are satisfied , 𝑋(𝑡) is WSS process. 

 

To check {X(t)} is Strict Sense Stationary 

 
[𝑋3(𝑡)] = [(𝑈 cos 𝑡 + 𝑉 𝑠𝑖𝑛𝑡)3] 

 
= (𝑈3𝑐𝑜𝑠3𝑡 + 3𝑈2𝑉𝑐𝑜𝑠2𝑡𝑠𝑖𝑛𝑡 + 3𝑈𝑉2𝑐𝑜𝑠𝑡𝑠𝑖𝑛2𝑡 + 𝑉3𝑠𝑖𝑛3𝑡) 

 
= (𝑈3)𝑜𝑠3𝑡 + 3𝐸(𝑈2𝑉)𝑐𝑜𝑠2𝑡𝑠𝑖𝑛𝑡 + 3𝐸(𝑈𝑉2)𝑐𝑜𝑠𝑡𝑠𝑖𝑛2𝑡 + 𝐸(𝑉3)𝑠𝑖𝑛3𝑡 

 
= −2𝑐𝑜𝑠3𝑡 + 0 + 0 − 2𝑠𝑖𝑛3𝑡 = −2(𝑐𝑜𝑠3𝑡 + 𝑠𝑖𝑛3𝑡) 

 
Which depends on t. 

 

Hence {X(t)} is not a strict sense stationary process. 

 

Cross Correlation Function: 

 

Let {X(t)} and {Y(t)}be two random processes. Then cross correlation 

function of X(t) and Y(t) is 𝑅𝑋𝑌(𝑡1, 𝑡2 ) = 𝐸[𝑋(𝑡1)𝑌(𝑡2)]

cos(−𝜃) = cos 𝜃 
 

cos 𝐴 cos 𝐵 + sin 𝐴 sin 𝐵 = cos(𝐴 − 𝐵) 
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