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CLASSIFICATION BY DECISION TREE INDUCTION 

Decision tree  

– A flow-chart-like tree structure  

– Internal node denotes a test on an attribute  

– Branch represents an outcome of the test  

– Leaf nodes represent class labels or class distribution  

• Decision tree generation consists of two phases  

 

 Tree construction   

o At start, all the training examples are at the root   

o Partition examples recursively based on selected attributes  

 Tree pruning  

• Identify and remove branches that reflect noise or outliers  

• Use of decision tree: Classifying an unknown sample  

– Test the attribute values of the sample against the decision tree  

Training Dataset  

This follows an example from Quinlan’s ID3 

Algorithm for decision tree induction  

• Basic algorithm (a greedy algorithm)  

– Tree is constructed in a top-down recursive divide-and-conquer manner  

– At start, all the training examples are at the root  

– Attributes are categorical (if continuous-valued, they are discretized in advance)  

– Examples are partitioned recursively based on selected attributes  

– Test attributes are selected on the basis of a heuristic or statistical measure (e.g., information 

gain)  

• Conditions for stopping partitioning  

 

– All samples for a given node belong to the same class  
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– There are no remaining attributes for further partitioning – majority voting is employed for 

classifying the leaf  

– There are no samples left  

Extracting Classification Rules from Trees  

• Represent the knowledge in the form of IF-THEN rules  

• One rule is created for each path from the root to a leaf  

 

Each attribute-value pair along a path forms a conjunction  

• The leaf node holds the class prediction  

• Rules are easier for humans to understand  

Example  

IF age = “<=30” AND student = “no” THEN buys_computer = “no”  

IF age = “<=30” AND student = “yes” THEN buys_computer = “yes”  

IF age = “31…40” THEN buys_computer = “yes”  

IF age = “>40” AND credit_rating = “excellent” THEN buys_computer = “yes”  

IF age = “>40” AND credit_rating = “fair” THEN buys_computer = “no”  

Avoid Overfitting in Classification 

 

The generated tree may overfit the training data  

– Too many branches, some may reflect anomalies due to noise or outliers  

– Result is in poor accuracy for unseen samples  

• Two approaches to avoid over fitting  

Prepruning: 

Halt tree construction early—do not split a node if this would result in the goodness measure 

falling below a threshold 

 Difficult to choose an appropriate threshold 

Post pruning: 

 Remove branches from a “fully grown” tree—get a sequence of progressively pruned trees  

 Use a set of data different from the training data to decide which the “best pruned tree”  
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RULE BASED CLASSIFICATION 
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