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1.10 Models of communication networks 

There are several models of the service provided by communication networks, namely, 

FIFO (first-in, first-out), non-FIFO, and causal ordering. In the FIFO model, each channel acts as 

a first-in first-out message queue and thus, message ordering is preserved by a channel. In the non-

FIFO model, a channel acts like a set in which the sender process adds messages and the receiver 

process removes messages from it in a random order. 

A system that supports the causal ordering model satisfies the following property: 

 

That is, this property ensures that causally related messages destined to the same 

destination are delivered in an order that is consistent with their causality relation. Causally ordered 

delivery of messages implies FIFO message delivery. Furthermore, note that CO ⊂ FIFO ⊂ Non-

FIFO. Causal ordering model is useful in developing distributed algorithms.  

Generally, it considerably simplifies the design of distributed algorithms because it 

provides a built-in synchronization. For example, in replicated database systems, it is important 

that every process responsible for updating a replica receives the updates in the same order to 

maintain database consistency 

1.11 Global state of a distributed system 

The global state of a distributed system is a collection of the local states of its components, 

namely, the processes and the communication channels. The state of a process at any time is 

defined by the contents of processor registers, stacks, local memory, etc. and depends on the local 

context of the distributed application. The state of a channel is given by the set of messages in 

transit in the channel. 
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Global state 

 The global state of a distributed system is a collection of the local states of the processes 

and the channels. Notationally, the global state GS is defined as, 

 

For a global snapshot to be meaningful, the states of all the components of the distributed 

system must be recorded at the same instant. This will be possible if the local clocks at processes 

were perfectly synchronized or there was a global system clock that could be instantaneously read 

by the processes. However, both are impossible. 

However, it turns out that even if the state of all the components in a distributed system has 

not been recorded at the same instant, such a state will be meaningful provided every message that 

is recorded as received is also recorded as sent. Basic idea is that an effect should not be present 

without its cause. A message cannot be received if it was not sent; that is, the state should not 

violate causality. Such states are called consistent global states and are meaningful global states. 

Inconsistent global states are not meaningful in the sense that a distributed system can never be in 

an inconsistent state. 

A global state GS =  is a consistent global state iff it satisfies the 

following condition: 

 

That is, channel state   and process state   must not include any message that process pi 

sent after executing event xi

ie . 

In the distributed execution of Figure, a global state GS1 consisting of local states   

{
1

1LS , 3

2LS , 3

3LS , 2

4LS } is inconsistent because the state of p2 has recorded the receipt of message 

m12, however, the state of p1 has not recorded its send. On the contrary, a global state GS2 
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consisting of local states { 1

1LS , 3

2LS , 3

3LS , 2

4LS } is consistent; all the channels are empty except 

C21 that contains message m21 

 

Figure: The space–time diagram of a distributed execution. 

A global state GS =  is transitless iff, 

 

Thus, all channels are recorded as empty in a transitless global state. A global state is 

strongly consistent iff it is transitless as well as consistent. Note that in Figure, the global state 

consisting of local states  { 1

1LS , 3

2LS , 3

3LS , 2

4LS } is strongly consistent. 

Recording the global state of a distributed system is an important paradigm when one is 

interested in analyzing, monitoring, testing, or verifying properties of distributed applications, 

systems, and algorithms. Design of efficient methods for recording the global state of a distributed 

system is an important problem. 

 

 


