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2.1.2 NULL SPACES AND RANGES 

Null space (or) Kernal 

Let 𝑉 and 𝑊 be vector spaces and let 𝑇: 𝑉 → 𝑊 be linear transformation Then 

the set of all vectors 𝑥 in 𝑉 such that 𝑇(𝑥) = 0𝑊 is called the null space (o 

kernel) of 𝑇. It is denoted by (𝑇 ). 

 (i.e) 𝑁(𝑇) = {𝑥 ∈ 𝑉: 𝑇(𝑥) = 0𝑊} 

Note: 0𝑊 is the zero element of 𝑊. 

Range or Image 

Let 𝑉 and 𝑊 be vector spaces and let 𝑇: 𝑉 → 𝑊 be linear transformation. Then 

the subset of 𝑊 consisting of all images under 𝑇 of vectors in 𝑉 is called range 

o. image of 𝑇. It is denoted by 𝑅(𝑇) 

 (i.e) 𝑅(𝑇) = {𝑇(𝑥): 𝑥 ∈ 𝑉} 

Theorem 2.1: Let 𝑉 and 𝑊 be vector spaces and 𝑇: 𝑉 → 𝑊 be linear. Then 

    (a) 𝑁(𝑇) is a sub space of 𝑉 and 

    (b) 𝑅(𝑇) is a subspace of 𝑊. 

Proof: Given that 𝑉 and 𝑊 are vector spaces. 

              𝑇: 𝑉 → 𝑊 is linear. 

(a) To prove 𝑁(𝑇) is a subspace of 𝑉. 

We have to prove for 𝛼, 𝛽 ∈ 𝐹 and 𝑥, 𝑦 ∈ 𝑁(𝑇) ⇒ 𝛼𝑥 + 𝛽𝑦6 

Since 𝑇 is linear,  𝜇𝑦 ∈ 𝑁(𝛾 

𝑇(0𝑉) = 0𝑊; 0𝑉 -zero vector of 𝑉 and 0𝑊 -zero vector of 𝑊. 

             ∴ 0𝑉 ∈ 𝑁(𝑇) 

            ∴ 𝑁(𝑇) is non-empty. 

            Let 𝑥, 𝑦 ∈ 𝑁(𝑇) and 𝛼, 𝛽 ∈ 𝐹 

             ⇒ 𝑇(𝑥) = 0𝑊, 𝑇(𝑦) = 0𝑊 
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𝑇(𝛼𝑥 + 𝛽𝑦) = 𝛼𝑇(𝑥) + 𝛽𝑇(𝑦) (∵ Tis linear ) 

                      = 𝛼(0𝑊) + 𝛽(0𝑊) = 0𝑊 

         ∴ 𝑇(𝛼𝑥 + 𝛽𝑦) = 0 

          ⇒ 𝛼𝑥 + 𝛽𝑦 ∈ 𝑁(𝑇) 

∴ 𝑁(𝑇) is subspace of 𝑉 

(b) To prove 𝑅(𝑇) is subspace of 𝑊. 

We have to prove for 𝛼, 𝛽 ∈ 𝐹 and 𝑥, 𝑦 ∈ 𝑅(𝑇) ⇒ 𝛼𝑥 + 𝛽𝑦 ∈ 𝑁(𝑇) 

Since 𝑇(0𝑉) = 0𝑤 (∵ 𝑇 is linear ) 

               ⇒ 0𝑤 ∈ 𝑅(𝑇) 

             ∴ 𝑅(𝑇) is non-empty.  

Let 𝑥, 𝑦 ∈ 𝑅(𝑇) and 𝛼, 𝛽 ∈ 𝐹 

Then there exits 𝑢 and 𝑣 in 𝑉 such that 

𝑇(𝑢) = 𝑥 and 𝑇(𝑣) = 𝑦 

𝛼𝑥 + 𝛽𝑦 = 𝛼𝑇(𝑢) + 𝛽𝑇(𝑣) 

                 = 𝑇(𝛼𝑢 + 𝛽𝑣) ∈ 𝑅(𝑇)[∵ 𝛼𝑢 + 𝛽𝑣 ∈ 𝑉] 

∴ 𝛼𝑥 + 𝛽𝑦 ∈ 𝑅(𝑇) 

∴ 𝑅(𝑇) is a subspace of 𝑊. 

Theorem 2.2: Let 𝑉 and 𝑊 be vector spaces over a field F. Let T:V->  linear 

transformation which is onto. Then 𝑇 maps a basis of 𝑉 onto a  𝑊. 

Proof Let {𝑣1, 𝑣2, … , 𝑣𝑛} be a basis for 𝑉. 

We shall prove that 𝑇(𝑣1), 𝑇(𝑣2), … , 𝑇(𝑣𝑛) are linearly independent and that the 

span 𝑊. 

Now , 𝛼𝑇(𝑣1) + 𝛼2𝑇(𝑉2) + ⋯ + 𝛼𝑛𝑇(𝑣𝑛) = 0 

              ⇒ 𝑇(𝛼1𝑣1) + 𝑇(𝛼2𝑣2) + ⋯ + 𝑇(𝛼𝑛𝑣𝑛) = 0. [∵ 𝑇 is linear]  
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              ⇒ 𝑇(𝛼1𝑣1 + 𝛼2𝑣2 + ⋯ . +𝛼𝑛𝑣𝑛) = 0  

⇒ 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑛 = 0 (since 𝑣1, 𝑣2, … , 𝑣𝑛 are linearly independent). 

∴ 𝑇(𝑣1), 𝑇(𝑣2), … . . 𝑇(𝑣𝑛) are linearly independent. 

Now, let 𝑤 ∈ 𝑊. then since 𝑇 is onto, there exists a vector 𝑣 ∈ 𝑉 such 𝑇(𝑣) =

𝑤 

Since 𝐿(𝑆) = 𝑉 ,  

                 𝑣 = 𝛼1𝑣1 + ⋯ + 𝛼𝑛𝑣𝑛  

Then 

               𝑤 = 𝑇(𝑣)  

                     = 𝑇(𝛼1𝑣1 + ⋯ + 𝛼𝑛𝑣𝑛)  

                     = 𝛼1𝑇(𝑣1) + ⋯ + 𝛼𝑛𝑇(𝑣𝑛)[∵ 𝑇 is linear]   

Thus 𝑤 is a linear combination of the vectors 𝑇(𝑣1), 𝑇(𝑣2), … , 𝑇(𝑣𝑛). ∴

𝑇(𝑣1), 𝑇(𝑣2), … , 𝑇(𝑣𝑛) span 𝑊 an hence is a basis for 𝑊. 

                                           2.1.3. NULLITY AND RANK 

Definition 

Let 𝑉 and 𝑊 be vector spaces, and let 𝑇: 𝑉 → 𝑊 be a linear transformation. If 

𝑁(𝑇) and 𝑅(𝑇) are finite-dimensional, then we define 

               nullity (𝑇) = dim [𝑁(𝑇)] 

               rank (𝑇) = dim [𝑅(𝑇)]  

Note: If nullity (𝑇) = {0}, then dim [𝑁(𝑇)] = 0 i.e., nullity (𝑇) = 0 

Theorem 2.5: Rank-Nullity Theorem (or dimensional theorem) Let 𝑇: 𝑉 → 𝑊 
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be a linear transformation and 𝑉 be a finite dimensional vector 

space. Then 

dim [𝑅(𝑇)] + dim [𝑁(𝑇)] = dim (𝑉) 

                                           (i.e) ran 𝑘(𝑇) + nullity (𝑇) = dim (𝑉) 

Proof: 

Let 𝑉 be a vector space of dimension 𝑚.i.e., dim (𝑉) = 𝑚. Since 𝑁(𝑇) is 

subspace of the finite dimensional vector space 𝑉 dimension of 𝑁(𝑇) is also 

finite 

        Let dim (𝑁(𝑇)) = 𝑛 

Since 𝑁(𝑇) is a subspace of 𝑉, 𝑛 ≤ 𝑚  

Let 𝛽 = {𝑣1, 𝑣2, … , 𝑣𝑛} be a basis 𝑁(𝑇). Since 𝑣𝑖 ∈ 𝑁(𝑇), for 1 ≤ 𝑖 ≤ 𝑛, 

Then 𝑇(𝑣𝑙) = 0,1 ≤ 𝑖 ≤ 𝑛 

Since 𝛽 is a basis of 𝑁(𝑇), 𝛽 is linearly independent in 𝑁(𝑇). 

Therefore 𝛽 is linearly independent in 𝑉. 

We shall extend this set 𝛽 to a basis of the vector space 𝑉. 

Let this basis of 𝑉 be 𝛽1 = {𝑣1, 𝑣2, … , 𝑣𝑛, 𝑢1, 𝑢2, … , 𝑢𝑠}, where 𝑛 + 𝑠 = 𝑚. 

Let 𝛾 = {𝑇(𝑢1), 𝑇(𝑢2), … , 𝑇(𝑢𝑠)}. 

We shall show that this set 𝛾 is a basis of 𝑅(𝑇). 

ie, to prove 𝐿(𝛾) = 𝑅(𝑇) 

and 𝛾 is linearly independent. 

Since 𝛽1 is a basis of 𝑉, it spans V. Hence the  set 

{𝑇(𝑣1), 𝑇(𝑣2), … , 𝑇(𝑣𝑛), 𝑇(𝑢1), 𝑇(𝑢2), … , 𝑇(𝑢𝑠)}span 𝑅(𝑇) 

                    Since 𝑇(𝑣𝑖) = 0, for 1 ≤ 𝑖 ≤ 𝑛 

                    the set {𝑇(𝑢1), 𝑇(𝑢2), … , 𝑇(𝑢𝑠)} spans 𝑅(𝑇). 

                               𝐿(𝛾) = 𝑅(𝑇) 
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To prove is linearly independent. 

                 Let 𝑎1𝑇(𝑢1) + 𝑎2𝑇(𝑢2) + ⋯ + 𝑎𝑠𝑇(𝑢𝑠) = 0.  

 𝑇(𝑎1𝑢1 + 𝑎2𝑢2 + ⋯ + 𝑎𝑠𝑢𝑠) = 0[∵ 𝑇 is linear ] 

 𝑎1𝑢1 + 𝑎2𝑢2 + ⋯ + 𝑎𝑠𝑢𝑠 ∈ 𝑁(𝑇) 

          Since 𝛽 = (𝑣1, 𝑣2, … , 𝑣𝑛) is a basis in 𝑁(𝑇), 

𝑎1𝑢1 + 𝑎2𝑢2 + ⋯ + 𝑎𝑠𝑢𝑠 = 𝑏1𝑣1 + 𝑏2𝑣2 + ⋯ + 𝑏𝑛𝑣𝑛 

         ⇒ 𝑎1𝑢1 + 𝑎2𝑢2 + ⋯ + 𝑎𝑠𝑢𝑠 − 𝑏1𝑣1 − 𝑏2𝑣2 − ⋯ − 𝑏𝑛𝑣𝑛 = 0 

              Since 𝛽1 is a basis of 𝑉, 𝑢1, 𝑢2, … , 𝑢𝑛, 𝑣1, 𝑣2, … , 𝑣𝑠 are linearly 

independent, 

∴ 𝑎1 = 𝑎2 = ⋯ = 𝑎𝑠 = 0, 𝑏1 = 𝑏2 = ⋯ = 𝑏𝑛 = 0 

∴ 𝑎1𝑇(𝑢1) + 𝑎2𝑇(𝑢2) + ⋯ + 𝑎𝑠𝑇(𝑢𝑠) = 0 

⇒ 𝑎1 = 𝑎2 = ⋯ = 𝑎𝑠 = 0 

                    𝛾 = {𝑇(𝑢1), 𝑇(𝑢2), … , 𝑇(𝑢𝑠)} is linearly independent 

∴ 𝛾 is a basis of 𝑅(𝑇) 

∴ dim 𝑅(𝑇) = 𝑠 

                                     We have 𝑚 = 𝑛 + 𝑠 

                                                 ∴ dim (𝑉) = dim [𝑁(𝑇)] + dim [𝑅(𝑇)]  

                                                   i.e., ran 𝑘(𝑇) +  nullity (𝑇) = dim (𝑉)  

Theorem 2.6: Let 𝑉 and 𝑊 be vector space, and let 𝑇: 𝑉 → W be 

transformation. Then 𝑇 is one-to-one if and only if 𝑁(𝑇) = {0}.  

Proof: 

Assume: 𝑇 is 1 − 1 (one-to-one)  
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Let 𝑢 ∈ 𝑁(𝑇). Then 

                   𝑇(𝑢) = 0 = 𝑇(0) 

                 ∴ 𝑇(𝑢) = 𝑇(0) 

                 ⇒ 𝑢 = 0 (∵ 𝑇 is 1 − 1) 

                ∴ 𝑁(𝑇) = {0}  

Conversely, assume that 𝑁(𝑇) = {0}  

                   Let 𝑇(𝑢) = 𝑇(𝑣). 

                   𝑇(𝑢) − 𝑇(𝑣) = 0 

                    𝑇(𝑢 − 𝑣) = 0 (∵ 𝑇 is linear ) 

                    ⇒ 𝑢 − 𝑣 ∈ 𝑁(𝑇) = {0} 

                      ∴ 𝑢 − 𝑣 = 0 

                       ∴ 𝑢 = 𝑣  

∴ 𝑇 is 1 − 1 (one-to-one). 

Theorem 2.7: Ift 𝑉 and 𝑊 be finite dimensional over 𝐹 and 𝑇: 𝑉 → 𝑊 be Then 

the following are equivalent. 

1 𝑇 is one-to-one 

2 𝑇 is onto 

3 rank (𝑇) = dim (𝑊) 

Proof:  

By dimensional theorem we have 
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           rank (𝑇) + nullity (𝑇) = dim (𝑉) … ( 

          𝑇 is one-to-one ⇔ 𝑁(𝑇) = {0} 

         ⇔ nullity (𝑇) = 0 

         ⇔ rank (𝑇) = dim 𝑉 [𝑢sin 𝑔(1)] 

         ⇔ dim 𝑅(𝑇) = dim 𝑊 [𝑇 is 1 − 1] 

         ⇔ 𝑅(𝑇) = 𝑊[∵ 𝑅(𝑇) ⊆ 𝑊 with same rank] 

         ⇔ 𝑇′ is onto. 

                2. 1.4. PROBLEMS UNDER RANK AND NULLITY                                                    

Let 𝑉 and 𝑊 be vector space and let 𝑇: 𝑉 → 𝑊 be linear map 

 𝑁(𝑇) = {𝑥 ∈ 𝑉: 𝑇(𝑥) = 0W} 

 nullity (𝑇) = dim (𝑁(𝑇)) 

 𝑅(𝑇) = {𝑇(𝑥): 𝑥 ∈ 𝑉} 

 rank (𝑇) = image (𝑅(𝑇)) 

Example 17. Let 𝑇: 𝑅3 − 𝑅2 by 𝑇(𝑎1, 𝑎2, 𝑎3) = (𝑎1 − 𝑎2, 2𝑎3). Find 𝑁 and 

𝑅(𝑇) 

Sol: To find 𝑁(𝑇) : 

𝑁(𝑇) = {(𝑎1, 𝑎2, 𝑎3) ∈ 𝑅3: 𝑇(𝑎1, 𝑎2, 𝑎3) = 0} 

Let 𝑇(𝑎1, 𝑎2, 𝑎3) = 0 

(𝑎1 − 𝑎2, 2𝑎3) = 0 

Equating each terms to zero, we get 

           2𝑎3 = 0 

             𝑎3 = 0 

     𝑎1 − 𝑎2 = 0 

              𝑎1 = 𝑎2 

N(𝑇) = {(𝑎1, 𝑎2, 𝑎3)} 

={(𝑎1, 𝑎1, 0): 𝑎1 ∈ 𝑅} 
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To find 𝑅(𝑇) : 

The usual basis of 𝑅3 is 𝛽 = {(1,0,0), (0,1,0), (0,0,1)} 

Given, 𝑇(𝑎1, 𝑎2, 𝑎3) = (𝑎1 − 𝑎2, 2𝑎3) 

               𝑇(1,0,0)  = (1,0) 

               𝑇(0,1,0)  = (−1,0) = −1(1,0) 

               𝑇(0,0,1)  = (0,2) = 2(0,1) 

             lmage (𝑇)  = span {(1,0), −(1,0), 2(1,0)} 

                                = span {(1,0), (1,0)} [
∗ −(1,0) is depending on (1,0

2(1,0) is multiple of (1,0)
 

                                                = {𝑥(1,0) + 𝑦((1,0)}  

                                             = {(𝑥, 𝑦)}  

                                             = 𝑅2  

Example 18. Let 𝑇: 𝑅2 → 𝑅3 be a linear map defined by 𝑇(𝑎1, 𝑎2) =

(𝑎1 − 𝑎2, 0,0). Find nullity (𝑇) and rank (𝑇). 

Sol: To find nullity (𝑇) : 

𝑁(𝑇) = {(𝑎1, 𝑎2) ∈ 𝑅2: 𝑇(𝑎1, 𝑎2) = 0} 

Let 𝑇(𝑎1, 𝑎2) = 0 

                   (𝑎1 − 𝑎2, 0,0) = (0,0,0) 

                     𝑎1 − 𝑎2 = 0 

                     𝑎1 = 𝑎2 

𝑁(𝑇) =  {(𝑎1, 𝑎1)/𝑎1 ∈ 𝑅} 

          ={(1,1)𝑎1/𝑎1 ∈ 𝑅} 
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The basis of 𝑁(𝑇) is 𝛽 = {(1,1)}  

The nullity of 𝑇 = dim [𝑁(𝑇)] = 1 

To find range (𝑇) : 

The usual basis of 𝑅2 is 𝛽 = {(1,0), (0,1)} 

 Given, 𝑇(𝑎1, 𝑎2) = (𝑎1 − 𝑎2, 0,0). 

                 𝑇(1,0)  = (1,0,0) 

                 𝑇(0,1)  = (−1,0,0)  

The image of usual basis span Image (𝑇) 

Let 𝐴 = [
1 0 0

−1 0 0
] 

𝐴 = [
1 0 0
0 0 0

] 𝑅2 → 𝑅2 + 𝑅1 

The basis of 𝑅(𝑇) is the non-zero row of the echelon matrix. 

Therefore the basis of 𝑅(𝑇) is 𝛾 = {(1,0,0)}.  

rank (𝑇) = dim [𝑅(𝑇)] = 1 

Example (19) Let 𝑇: 𝑅2 → 𝑅3 be the linear mapping defined by 𝑇(𝑎1, 𝑎2) =

(𝑎1 + 𝑎2, 𝑎1 − 𝑎2, 𝑎2) 

Find the basis and dimension of (a) null space of 𝑇 (b) Range of 𝑇  

Sol:   (a) To find (null space) kernel of 𝑇 : 

Let 𝑇(𝑎1, 𝑎2) = 0 

(𝑎1 + 𝑎2, 𝑎1 − 𝑎2, 𝑎2) = (0,0,0) 

Equating the like terms 

                       𝑎1 + 𝑎2 = 0 …  (1)   

                       𝑎1 − 𝑎2 = 0 …  (2)   
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                                𝑎2 = 0  

(1) ⇒ 𝑎2 = 0 

kernel of 𝑇 = 𝑁(𝑇) = {(0,0)} 

The nullity of 𝑇 = dim (𝑁(𝑇)) = 0 

(b) To find range of 𝑇 : 

The usual basis of 𝑅2 is 𝛽 = {(1,0), (0,1)}  

Given, 𝑇(𝑎1, 𝑎2) = (𝑎1 + 𝑎2, 𝑎1 − 𝑎2, 𝑎2) 

                 𝑇(1,0) = (1,1,0) 

                 𝑇(0,1) = (1, −1,0)  

The image of usual basis span Image( 𝑇 ) 

                     𝐿𝑒𝑡𝐴 = [
1 1 0
0 −2 0

]  

                     𝐴 = [
1 1 0
0 −2 0

] 𝑅2 → 𝑅2 − 𝑅1  

The basis of 𝑅(𝑇) is the non-zero row of the echelon matrix 

Thus 𝑦 = {(1,0,1), (0, −2,0)} forms a basis for Im (𝑇). 

Hence dim [lm (𝑇)] = 2 

i.e., Rank (𝑇) = 2 

Example 20. Let 𝑇: 𝑅3 → 𝑅3 be the linear mapping defined b 𝑇(𝑎1, 𝑎2, 𝑎3) =

(𝑎1 + 2𝑎2 − 𝑎3, 𝑎2 + 𝑎3, 𝑎1 + 𝑎2 − 2𝑎3) 

Find the basis and dimension of (a) Kernel(b) Image of 𝑇 

Sol:     (a) To find kernel of 𝑇 : 

      Let 𝑇(𝑎1, 𝑎2, 𝑎3) = 0 

      (𝑎1 + 2𝑎2 − 𝑎3, 𝑎2 + 𝑎3, 𝑎1 + 𝑎2 − 2𝑎3) = (0,0,0) 
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                        𝑎1 + 2𝑎2 − 𝑎3 = 0 …  (1)  

                            𝑎2 + 𝑎3 = 0 …  (2) 

                          𝑎1 + 𝑎2 − 2𝑎3 = 0 …  (3)   

Solve (1), (2)&(3) 

The matrix of the given equations is 

                        𝐴 = (
1 2 −1
0 1 1
1 1 −2

)  

                           ∼ (
1 2 1
0 1 1
0 −1 −1

) 𝑅3 → 𝑅3 − 𝑅1  

                           ∼ (
1 2 −1
0 1 1
0 0 0

) 𝑅3 → 𝑅3 + 𝑅2  

𝑎1 + 2𝑎2 − 𝑎3 = 0 … (4)  

            𝑎2 + 𝑎3 = 0 …  (5)   

Adding (4) and (5), we get 

𝑎1 + 3𝑎2 = 0 

𝑎1 = −3𝑎2 … (6) 

𝑎1 is depending on 𝑎2. 

Therefore the basis of 𝑁(𝑇) contains one element 

                 
   (6) ⇒

𝑎2

−3
=

𝑎2

1   

                                 𝑎1 = −3, 𝑎2 = 1  
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(5) ⇒ 𝑎3 = −1 

Basis of kernel of 𝑇 is 𝛽 = {(−3,1, −1)} 

 nulliy (𝑇) = dim (𝑁(𝑇)) = 1 

(b) To find Image (𝑇) :   

The basis of 𝑅3 is 𝛽 = {(1,0,0), (0,1,0), (0,0,1)} 

Given,𝑇(𝑎1, 𝑎2, 𝑎3) = (𝑎1 + 2𝑎2 − 𝑎3, 𝑎2 + 𝑎3, 𝑎1 + 𝑎2 − 2𝑎3) 

                   𝑇(1,0,0) = (1,0,1) 

                   𝑇(0,1,0) = (2,1,1) 

                  𝑇(0,0,1) = (−1,1, −2) 

The image of usual basis span Image (𝑇)  

Let          A= [
1 0 1
2 1 1

−1 1 −2
] 

                   ∼ [
1 0 1
0 1 −1
0 1 −1

]
𝑅2 → 𝑅2 − 2𝑅1

𝑅3 → 𝑅3 + 𝑅1
 

                   ∼ [
1 0 1
0 1 −1
0 0 0

] 𝑅3 → 𝑅3 − 𝑅2. 

The basis of 𝑅(𝑇) is the non-zero row of the echelon matrix 

Thus 𝛾 = {(1,0,1), (0,1, −1)} form a basis form Im (𝑇).  

Hence dim [Im (𝑇)] = 2 

i.e, Rank (𝑇) = 2 

Example 21. Let 𝑇: 𝑃3(𝑅) → 𝑃2(𝑅) defined by 𝑇[𝑓(𝑥)] = 𝑓′(𝑥). find the 

nullity and rank   of 𝑇. 

Sol: Let 𝑓(𝑥) ∈ 𝑃3(𝑥). Then 
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               𝑓(𝑥) = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑥2 + 𝑎3𝑥3 …  (1) 

             𝑓′(𝑥) = 𝑎1 + 𝑎2𝑥 + 𝑎3𝑥2  

To find nullity (𝑇) : 

𝑁(𝑇) = {𝑓(𝑥) ∈ 𝑃3(𝑅): 𝑇(𝑓(𝑥)) = 0} … (2) 

Let 𝑇(𝑓(𝑥)) = 0. Then 

               𝐹′(𝑥) = 0 

𝑎1 + 𝑎2𝑥 + 𝑎3𝑥2 = 0 

𝑎1 + 𝑎2𝑥 + 𝑎3𝑥2 = 0+0x+0𝑥2 

                  𝑎1 = 0, 𝑎2 = 0, 𝑎3 = 0 

 

Example 23. Find the range space, kernel, rank and nullity of the following 

linear transformation. Also verify the rank-nullity theorem 𝑇: 𝑉2(𝑅) → 𝑉2(𝑅) 

defined by 𝑇(𝑥1, 𝑥2) = (𝑥1 + 𝑥2, 𝑥1) 

Sol:       To find (𝑇) : 

                    Let 𝑇(𝑥1, 𝑥2) = 0 

                    (𝑥1 + 𝑥2, 𝑥1) = 0 

                           𝑥1 + 𝑥2 = 0 … (1)  

                                   𝑥1 = 0  

                             (1) ⇒ 𝑥2 = 0  

∴ 𝑁(𝑇) contain only zero element of 𝑉2(𝑅). 

                     ∴ 𝑁(𝑇) = {(0,0)}  

i.e the null space = {(0,0)} 

           dim [𝑁(𝑇)] = 0  
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             i.e nullity = 0 

To find 𝑅(𝑇): 

The standard basis 𝑒1 = (1,0), 𝑒2 = (0,1) of 𝑉2(𝑅) 

   𝑇(𝑒1) = 𝑇(1,0)  

              = (1 + 0,1) 

𝑇(𝑒2) = 𝑇(0,1)  

           = (0 + 1,0)  

           = (1,0)  

The image of usual basis span Image (𝑇) 

 Let 𝐴 = (
1 1
1 0

) 

            = (
1 1
0 −1

) 𝑅2 → 𝑅2 − 𝑅1  

This is in the echelon form there are two non-zero rows 

Basis of Image (𝑇) is 𝛾 = {(1,1), (0, −1)} 

Therefore, rank of 𝑇 = 2 

Hence R(T) is the subspace generated by (1,1) and (0, −1) 

                  𝑅(𝑇)  = 𝑥1(1,1) + 𝑥2(0, −1) 

                             = (𝑥1, 𝑥1) + (0, −𝑥2) 

                             = (𝑥1, 𝑥1 − 𝑥2) for all 𝑥1, 𝑥2 ∈ 𝑅  

i.e the range space = {𝑥1, 𝑥1 − 𝑥2} = 𝑉2(𝑅) 

Rank +  nullity = 2 + 0 
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                             = 2 

                             = dim [𝑉2(𝑅)]  

Hence the nullity theorem is verified. 

Example(24)  Let 𝑇: 𝑅3 → 𝑅3 defined by Y(x,y,z)=(x+y,x-y,2x+z). Find the 

range space, null-space, rank and nullity of T and verify rank+nullity of T =

dim (R3). 

Sol: To find (𝑇) : 

𝑇(𝑥, 𝑦, 𝑧) = 0(𝑥, 𝑥 − 2𝑦, 2𝑥, 2𝑥 − 2𝑦 + 𝑧) = (0,0,0) 

             𝑥1 + 𝑥2 = 0 … (1) 

             𝑥1 − 𝑥2 = 0 … (2) 

           2𝑥1 + 𝑥3 = 0 … (3) 

(1) + (2) ⇒ 2𝑥1 = 0 

              𝑥1 = 0 

  (1) ⇒ 𝑥2 = 0 

  (3)  ⇒ 𝑥3 = 0 

∴ 𝑁(𝑇) = {(0,0,0)} 

              = {0} 

⇒ dim [𝑁(𝑇)] = 0 

⇒nullity = 0  

To find 𝑅(𝑇) : 

The standard basis of 𝑅3 is 𝛽 = {(1,0,0), (0,1,0), (0,0,1)}  

Let 𝑒1 = (1,0,0), 𝑒2 = (0,1,0) and 𝑒3 = (0,0,1) 

𝑇(𝑥, 𝑦, 𝑧)  = (𝑥 + 𝑦, 𝑥 − 𝑦, 2𝑥 + 𝑧) 

𝑇(1,0,0)  = (1 + 0,1 − 0,0 + 0) 
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                = (1,1,0) 

𝑇(0,0,0)  = (0 + 1,0 − 1,0 + 0) 

                = (1, −1,0) 

𝑇(0,0,1)  = (0 + 0,0 − 0,0 + 1) 

                 = (0,0,1) 

The image of usual basis span Image (𝑇) 

Let 𝐴 = (
1 1 0
1 −1 0
0 0 1

) 

           = (
1 1 0
0 −2 0
0 0 1

) 

This in echelon from and there are three non-zero rows.  

dim [𝑅(𝑇)] = 3 

i.e rank of 𝑇 = 3 

𝑅(𝑇) = the subspace generated by (1,1,0), (0, −2,0), (0,0,1) 

          = 𝑥(1,1,2) + 𝑦(0, −2, −2) + 𝑧(0,0,1) 

          = (𝑥, 𝑥, 2𝑥) + (0, −2𝑦, −2𝑦) + (0,0, 𝑧) 

𝑅(𝑇) = (𝑥, 𝑥 − 2𝑦, 2𝑥, 2𝑥 − 2𝑦 + 𝑧) 

Rank + nullity = 3 = dim (𝑅3) 

Fxample 25. Find the range space, kernel, rank and nullity of the following 

linear transformation. Also verify the rank-nullity theorem defined by  

 T: 𝑉3(𝑅) → 𝑉2(𝑅)𝑏𝑦 

𝑇(𝑒1) = (2,1), 𝑇(𝑒2) = (0,1), 𝑇(𝑒3) = (1,1) 

Sol: To find the kernel,  

Since the linear transformation is not given, first find the linear transformation  
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The usual basis of 𝑅3 is 𝛽 = {(1,0,0), (0,1,0), (0,0,1)}  

𝑒1 = (1,0,0), 𝑒2 = (0,1,0), 𝑒3 = (0,0,1) 

Given 𝑇(𝑒1) = (2,1), 𝑇(𝑒2) = (0,1), 𝑇(𝑒3) = (1,1) 

(𝑥1, 𝑥2, 𝑥3) = 𝑥1(1,0,0) + 𝑥2(0,1,0) + 𝑥3(0,0,1) 

                    = 𝑥1𝑒1 + 𝑥2𝑒2 + 𝑥3𝑒3 

                 𝑇(𝑥1, 𝑥2 , 𝑥3) = 𝑇(𝑥1𝑒1 + 𝑥2𝑒2 + 𝑥3𝑒3) 

                                        = 𝑥1𝑇(𝑒1) + 𝑥2𝑇(𝑒2) + 𝑥3𝑇(𝑒3) 

                                       = 𝑥1(2,1) + 𝑥2(0,1) + 𝑥3(1,1) 

                                       = (2𝑥1, 𝑥1) + (0, 𝑥2) + (𝑥3, 𝑥3) 

                                       = (2𝑥1 + 𝑥3, 𝑥1 + 𝑥2 + 𝑥3) 

𝑁(𝑇) = {(𝑥1, 𝑥2, 𝑥3): 𝑇(𝑥1, 𝑥2, 𝑥3) = 0} 

Put 𝑇(𝑥1, 𝑥2, 𝑥3) = 0 

(2𝑥1 + 𝑥3, 𝑥1 + 𝑥2 + 𝑥3) = (0,0) 

                   2𝑥1 + 𝑥3 = 0 … (1) 

                     𝑥1 + 𝑥2 + 𝑥3 = 0 

(1) ⇒ 𝑥3 = −2𝑥1  

(2) ⇒ 𝑥1 + 𝑥2 − 2𝑥1 = 0 

               𝑥2 − 𝑥1 = 0  

                        𝑥1 = 𝑥2   

                        
𝑥1

1
=

𝑥2

1
  

(3) ⇒ 𝑥3 = −2  

The basis of 𝑁(𝑇) is 𝛽 = {(1,1, −2)} 

𝑁(𝑇) = the subspace generated by (1,1, −2) 

          ={(1,1, −2)𝑥1} 
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          ={(𝑥1, 𝑥1, −2𝑥1)} 

                ∴ dim [𝑁(𝑇)] = 1 

                i.e nullity (𝑇) = 1  

To find dim [𝑅(𝑇)] 

Given 𝑇(𝑒1) = (2,1), 𝑇(𝑒2) = (0,1), 𝑇(𝑒3) = (1,1) 

The image of usual basis span Image (𝑇). 

                     Let 𝐴 = (
2 1
0 1
1 1

)  

                                            = (
1 1
0 1
2 1

) 𝑅1 ↔ 𝑅3  

                                         = (
1 1
0 1
0 −1

) 𝑅3 → 𝑅3 − 2𝑅1  

                                         = (
1 1
0 1
0 0

) 𝑅3 → 𝑅3 + 𝑅2  

This is the echelon form and there are 2 non-zero rows in it. 

The basis of 𝑅(𝑇) is 𝛾 = {(1,1), (0,1)} 

               ∴ dim [𝑅(𝑇)] = 2  

               i.e rank of 𝑇 = 2 

Range space = the subspace generated by (1,1) and (0,1) 

                       = 𝑥1(1,1) + 𝑥2(0,1) 

                       = (𝑥1, 𝑥1) + (0, 𝑥2) 
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                       = (𝑥1, 𝑥1 + 𝑥2)  

∴ Range space = {(𝑥1, 𝑥1 + 𝑥2) ∣ 𝑥1, 𝑥2 ∈ 𝑅} 

Rank (𝑇) + nullity (𝑇) = 2 + 1 

                           = 3 

                           = dim (𝑅3)  

 

 

 

 


