## NORMAL DISTRIBUTION

The Normal Probability Distribution is very common in the field of statistics. Whenever you measure things like people's height, weight, salary, opinions or votes, the graph of the results is very often a normal curve.


## Properties of a Normal Distribution:

(i) The normal curve is symmetrical about the mean
(ii) The mean is at the middle and divides the area into halves.
(iii) The total area under the curve is equal to 1 .
(iv) It is completely determined by its mean and standard deviation $\sigma$ (or variance $\sigma^{2}$ ).

## Note:

In Normal distribution only two parameters are needed, namely $\mu$ and $\sigma^{2}$

## Area under the Normal Curve using Integration:

The Probability of a continuous normal variable X found in a particular interval $[a, b]$ is the area under the curve bounded by $x=a$ and $x=b$ is given by $P(a<X<b)=\int_{a}^{b} f(X) d x$ and the area depends upon the values $\mu$ and $\sigma$.

## The standard Normal Distribution:

We standardize our normal curve, with a mean of zero and a standard deviation of 1 unit.

If we have the standardized situation of $\mu=0$ and $\sigma=1$ then we have

$$
f(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}
$$



We can transform all the observations of any normal random variable X with mean $\mu$ and variance $\sigma$ to a new set of observations of another normal random variable Z with mean 0 and variance 1 using the following transformation:

$$
Z=\frac{X-\mu}{\sigma}
$$

The two graphs have different $\mu$ and $\sigma$, but have the same area.
The new distribution of the normal random variable z with mean 0 and variance 1 (or standard deviation 1) is called a Standard normal distribution.

## Formula for the Standardized normal Distribution

$$
\text { If we have mean } \mu \text { and standard deviation } \sigma \text {, then }
$$

$$
Z=\frac{X-\mu}{\sigma}
$$

## Find the moment generating function of Normal distribution

Sol: We first find the M.G.F of the standard normal distribution and hence find mean and variance.

$$
\begin{aligned}
& \begin{aligned}
\phi(z) & =\frac{1}{\sqrt{2 \pi}} e^{\frac{-z^{2}}{2}} ;-\infty<z<\infty \\
\text { where } z & =\frac{x-\mu}{\sigma} \\
M_{z}(t) & =E\left[e^{t z}\right] \\
& =\int_{-\infty}^{\infty} e^{t z} \phi(z) d z
\end{aligned}
\end{aligned}
$$

$$
\begin{align*}
& =\int_{-\infty}^{\infty} e^{t z} \frac{1}{\sqrt{2 \pi}} e^{\frac{z^{2}}{2}} d z \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{t z} e^{-\frac{z^{2}}{2}} d z=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{\left(\frac{2 t z-z^{2}}{2}\right)} d z \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(\frac{z^{2}-2 t z}{2}\right)} d z \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(\frac{(z-t)^{2}-t^{2}}{2}\right)} d z=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(\frac{(z-t)^{2}}{2}\right)+\frac{t^{2}}{2}} d z \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(\frac{(z-t)^{2}}{2}\right)} e^{\frac{t^{2}}{2}} d z \\
& =\frac{e^{\frac{t^{2}}{2}}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(\frac{z-t}{\sqrt{2}}\right)^{2}} d z=\frac{e^{\frac{t^{2}}{2}}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-v^{2}} \sqrt{2} d v \\
& =\frac{e^{\frac{t^{2}}{2}}}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-v^{2}} d v=\frac{e^{\frac{t^{2}}{2}}}{\sqrt{\pi}} \sqrt{\pi} \\
& M_{Z}(t)=e^{\frac{t^{2}}{2}}  \tag{1}\\
& M_{X}(t)=M_{\mu+\sigma z}(t) ; \sum z=\frac{X-\mu}{\sigma}, X=\mu+\sigma z \\
& =e^{\mu t} M_{z}(\sigma t) \\
& =e^{\mu t} \cdot e^{\frac{\sigma^{2} t^{2}}{2}} \text { From (1) } \\
& =e^{\mu t+\frac{\sigma^{2} t^{2}}{2}}
\end{align*}
$$

To find mean and variance:
$M_{X}(t)=e^{\mu t+\frac{\sigma^{2} t^{2}}{2}}$

$$
\begin{aligned}
& =1+\frac{\mu t+\frac{\sigma^{2} t^{2}}{2}}{1!}+\frac{\left(\mu t+\frac{\sigma^{2} t^{2}}{2}\right)^{2}}{2!}+\cdots \\
& =1+\frac{\mu t+\frac{\sigma^{2} t^{2}}{2}}{1!}+\frac{\left(\mu^{2} t^{2}+\frac{\sigma^{4} t^{4}}{4}+2 \mu t \frac{\sigma^{2} t^{2}}{2}\right)}{2!}+\cdots
\end{aligned}
$$

Coefficient of $t=\mu$ Coefficient of $t^{2}=\frac{\sigma^{2}}{2}+\frac{\mu^{2}}{2}$

$$
\begin{aligned}
E(X) & =1!\times \text { coefficient of } t \\
& =\mu \\
E\left(X^{2}\right) & =2!\times \text { coefficient of } t^{2} \\
& =2\left(\frac{\sigma^{2}}{2}+\frac{\mu^{2}}{2}\right) \Rightarrow 2\left(\frac{e^{2}+u^{2}}{2}\right) \\
& =\mu^{2}+\sigma^{2} \\
\text { variance } & =E\left(X^{2}\right)-[E(X)]^{2} \\
& =\mu^{2}+\sigma^{2}-\mu^{2} \\
& =\sigma^{2}
\end{aligned}
$$

## Problems based on Normal distribution

## 1. $X$ is normally distributed with mean 12 and $S D$ is 4 . Find the probability that (i) $X \geq 20$ (ii) $X \leq 20$ (iii) $0 \leq X \leq 12$.

## Solution:

Given X follows normally distribution with $\boldsymbol{\mu}=\mathbf{1 2}, \boldsymbol{\sigma}=\mathbf{4}$

$$
P(X \geq 20)=P\left(\frac{X-\mu}{\sigma} \geq \frac{20-\mu}{\sigma}\right)=P\left(Z \geq \frac{20-12}{4}\right)
$$

$$
=P(Z \geq 2)
$$

$$
=0.5-P[0<Z<2]
$$

$$
=0.5-0.4772 \quad(\text { from the table })
$$

$$
P(X \geq 20)=0.0228
$$

(i) $\quad P(X \leq 20)=1-P[X>20]=1-0.0228$

$$
P(X \leq 20)=0.9772
$$

(ii) $P[0 \leq X \leq 12]=P\left(\frac{0-\mu}{\sigma} \leq \frac{x-\mu}{\sigma} \geq \frac{12-\mu}{\sigma}\right)$
$=P\left(\frac{0-12}{4} \leq Z \geq \frac{12-12}{4}\right)$
$=P(-3 \leq Z \leq 0)$
$=P(0 \leq Z \leq 3)$ (since the curve is symmetrical)
$P[0 \leq X \leq 12]=0.4987$ (from the table)
2. In a normal distribution $31 \%$ of the items are under 45 and $8 \%$ are over 64. Find the mean and the standard deviation.

Solution:
Let the mean and standard deviation of the given normal distribution be $\mu$ and . The area lying to the left of the ordinate at $\mathrm{x}=45$ is 0.31 . The corresponding value of z is negative.

The area lying to the right of the ordinates up to the mean is $0.5-0.31=0.19$
The value of z corresponding to the area 0.19 is 0.5 nearly.

$$
\begin{gather*}
\therefore \frac{45-\mu}{\sigma}=-0.5 \\
\text { (or) }-0.5 \sigma+\mu=45 \tag{1}
\end{gather*}
$$

Area to the left of the ordinate at $x=64$ is $0.5-0.08=0.42$ and hence the value of z corresponding to this area is 1.4 nearly.

$$
\begin{equation*}
\therefore \frac{64-\mu}{\sigma}=1.4 \tag{2}
\end{equation*}
$$

(or) $1.4 \sigma+\mu=64$
Solving (1) and (2) we get

$$
\begin{array}{r}
-0.5 \sigma+\mu=45 \\
1.4 \sigma+\mu=64
\end{array}
$$

(1)-(2)
$-1.9 \sigma=-19$

$$
\Rightarrow \sigma=10
$$

Substituting $\sigma=10$ in (1) we get

$$
\begin{gathered}
-0.5(10)+\mu=45 \\
-5+\mu=45 \\
\Rightarrow \mu=50
\end{gathered}
$$

3. The weekly wages of 1000 workmen are normally distributed around a mean of Rs. 70 with a S.D of Rs. 5 . Estimate the number of workers whose weekly wages will be (i) between Rs. 69 and Rs. 72 (ii) less than Rs. 69 (iii) more than Rs. 72

## Solution :

Let X be the RV denoting the weekly wages of a worker
Given $\mu=70, \sigma=5$
The normal variate $\mathrm{z}=\frac{X-\mu}{\sigma}=\frac{X-70}{5}$
(i) $\mathrm{P}(69<\mathrm{X}<72)$

When $X=69, z=\frac{69-70}{5}=-0.2$
When $\mathrm{X}=72, \mathrm{z}=\frac{72-70}{5}=0.4$

$$
\begin{aligned}
& \therefore P(69<X<72)=P(-0.2<z<0.4) \\
& \quad=P(-0.2<z<0)+P(0<z<0.4) \\
= & P(0<z<0.2)+P(0<z<0.4) \\
= & 0.0793+0.1554 \\
= & 0.2347
\end{aligned}
$$

Out of 1000 work men, the number of workers whose wages lies between Rs. 69 and Rs. 72

$$
\begin{aligned}
& =1000 \times \mathrm{P}(69<\mathrm{X}<72) \\
& =1000 \times 0.2347=235
\end{aligned}
$$

(ii) $\mathrm{P}($ less than 69$)=\mathrm{P}(\mathrm{X}<69)$

When $\mathrm{x}=69, z=\frac{X-\mu}{\sigma}=\frac{69-70}{5}=-0.2$
$\therefore P(X<69)=P(z<-0.2)$

$$
=0.5-P(0<z<0.2)
$$

$$
=0.4207
$$

Out of 1000 workmen, the number of workers whose wages are less than Rs. 69

$$
\begin{aligned}
& =1000 \times \mathrm{P}(\mathrm{z}<-0.2) \\
& =1000 \times 0.4207
\end{aligned}
$$

$$
=420.7
$$

(iii) $\mathrm{P}($ more than Rs. 72$)=\mathrm{P}(\mathrm{X}>72)$

When $\mathrm{x}=72, z=\frac{x-\mu}{\sigma}=\frac{72-70}{5}=-0.2$


$$
\begin{gathered}
\therefore P(X<69)=P(z<-0.2) \\
\quad=0.5-P(0<z<0.2)
\end{gathered}
$$

$$
=0.4207
$$

Out of 1000 workmen, the number of workers whose wages are less than Rs. 69

$$
=1000 \times \mathrm{P}(\mathrm{z}<-0.2)
$$

$$
=1000 \times 0.4207
$$

$$
=420.7
$$



## Uniform Distribution (Rectangular Distribution)

A random variable X is said to have a continuous uniform distribution if its probability density function is given by

$$
f(x)=\left\{\begin{array}{c}
\frac{1}{b-a}, a<x<b \\
0, \text { otherwise }
\end{array}\right.
$$

## Find the MGF of uniform distribution and hence find its mean and variance.

Sol: Let $X$ follows uniform distribution in $(a, b)$.

By Definition, $f(x)=\frac{1}{b-a} ; a<x<b$.

$$
M_{X}(t)=E\left[e^{t x}\right]
$$

$$
=\int_{a}^{b} f(x) e^{t x} d x
$$

$$
=\int_{a}^{b} \frac{1}{b-a} e^{t x} d x
$$

$$
=\frac{1}{b-a}\left[\frac{e^{t x}}{t}\right]_{a}^{b}
$$

$$
M_{X}(t)=\frac{1}{t(b-a)}\left[e^{b t}-e^{a t}\right]
$$

To find mean and variance:

$$
\begin{aligned}
M_{X}(t)= & \frac{1}{t(b-a)}\left\{\left[1+\frac{b t}{1!}+\frac{(b t)^{2}}{2!}+\frac{(b t)^{3}}{3!}+\cdots\right]\right. \\
& \left.-\left[1+\frac{a t}{1!}+\frac{(a t)^{2}}{2!}+\frac{(a t)^{3}}{3!}+\cdots\right]\right\} \\
= & \frac{1}{b-a}\left\{\left[\frac{1}{t}+\frac{b}{1!}+\frac{b^{2} t}{2!}+\frac{b^{3} t^{2}}{3!}+\cdots\right]-\left[\frac{1}{t}+\frac{a}{1!}+\frac{a^{2} t}{2!}+\frac{a^{3} t^{2}}{3!}+\cdots\right]\right\}
\end{aligned}
$$

Coefficient of $t=\frac{1}{b-a}\left[\frac{b^{2}}{2!}-\frac{a^{2}}{2!}\right]=\frac{1}{b-a} \frac{b^{2}-a^{2}}{2!}$

$$
\begin{aligned}
& =\frac{1}{2(b-a)}[(b+a)(b-a)] \\
& =\frac{a+b}{2}
\end{aligned}
$$

Coefficient of $t^{2}=\frac{1}{b-a}\left[\frac{b^{3}}{3!}-\frac{a^{3}}{3!}\right]$

$$
\begin{aligned}
& =\frac{1}{6(b-a)}\left[b^{3}-a^{3}\right] \\
& =\frac{1}{6} \frac{1}{(b-a)}(b-a)\left(b^{2}+b a+a^{2}\right) \\
& =\frac{1}{6}\left(b^{2}+a b+a^{2}\right) \\
& =\frac{b^{2}+a b+a^{2}}{6}
\end{aligned}
$$

Mean $=E(X)=1!\times$ coefficient of $t$

$$
=1!\times\left(\frac{a+b}{2}\right)=\frac{a+b}{2}
$$

$$
E\left(X^{2}\right)=2!\times \text { coefficient of } t^{2}
$$

$$
=2 \times \frac{b^{2}+a b+a^{2}}{6}
$$

$$
=\frac{b^{2}+a b+a^{2}}{3}
$$

$$
\text { Variance }=E\left(X^{2}\right)-[E(X)]^{2}
$$

$$
=\frac{b^{2}+a^{2}+a b}{3}-\frac{(a+b)^{2}}{4}
$$

$$
=\frac{b^{2}+a^{2}+a b}{3}-\frac{\left(a^{2}+2 a b+b^{2}\right)}{4}
$$

$$
=\frac{4 b^{2}+4 a^{2}+4 a b-3 a^{2}-6 a b-3 b^{2}}{12}
$$

$$
=\frac{a^{2}+b^{2}-2 a b}{12}
$$

$$
=\frac{(a-b)^{2}}{12}
$$

$$
=\frac{(b-a)^{2}}{12} \quad \because a<b
$$

## Problem based on Uniform Distribution

1. A random variable $X$ has a uniform distribution over $(0,10)$ compute
(i) $P(X<2)$ (ii) $P(X>8)$ (iii) $P(3<X<9)$

Solution:

The pdf $f(x)=\left\{\begin{array}{c}\frac{1}{b-a}, a<x<b \\ 0, \text { otherwise }\end{array}\right.$

$$
f(x)=\left\{\begin{array}{c}
\frac{1}{10}, 0<x<10 \\
0, \text { otherwise }
\end{array}\right.
$$

(i) $P(X<2)=\int_{0}^{10} f(x) d x$

$$
=\frac{1}{10} \int_{0}^{10} d x
$$

$$
=\frac{1}{10}[x]_{0}^{10}
$$

$$
=\frac{1}{10}[10-0]
$$

$$
=\frac{1}{5}
$$

(ii) $P(X>8)=\int_{8}^{10} f(x) d x$

$$
\begin{aligned}
& =\frac{1}{10} \int_{8}^{10} d x \\
& =\frac{1}{10}[x]_{8}^{10}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{10}[10-8] \\
& =\frac{1}{5}
\end{aligned}
$$

(iii) $P(3<X<9)=\int_{3}^{9} f(x) d x$

$$
\begin{aligned}
& =\frac{1}{10} \int_{3}^{9} d x \\
& =\frac{1}{10}[x]_{3}^{9} \\
& =\frac{1}{10}[9-3] \\
& =\frac{3}{5}
\end{aligned}
$$

2. A random variable $X$ has a uniform distribution over (-3,3) compute (i) $P(X<2)$ (ii) $P(|X|<2)$ (iii) $P(|X-2|<2)$

## Solution:

The $\operatorname{pdf} f(x)=\left\{\begin{array}{c}\frac{1}{b-a}, a<x<b \\ 0, \text { otherwise }\end{array}\right.$

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{6},-3<x<3 \\
0, \text { otherwise }
\end{array}\right.
$$

(i) $P(X<2)=\int_{-3}^{2} f(x) d x$

$$
\begin{aligned}
& =\frac{1}{6} \int_{-3}^{2} d x \\
& =\frac{1}{6}[x]_{-3}^{2} \\
& =\frac{1}{6}[2+3] \\
& =\frac{5}{6}
\end{aligned}
$$

(ii) $P(|X|<2)=P(-2<X<2)$

$$
\begin{aligned}
& =\frac{1}{6} \int_{-2}^{2} d x \\
& =\frac{1}{6}[x]_{-2}^{2} \\
& =\frac{1}{6}[2+2] \\
& =\frac{4}{6}
\end{aligned}
$$

(iii) $P(|X-2|<2)=P(-2<X-2<2)$

$$
\begin{aligned}
& =P(-2+2<X<2+2) \\
& =P(0<X<4) \\
& =\frac{1}{6} \int_{0}^{3} d x \\
& =\frac{1}{6}[x]_{0}^{3}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{6}[3-0] \\
& =\frac{3}{6}
\end{aligned}
$$

## 3. 4 buses arrive at a specified stop at 15 minute intervals starting at 7 am.

That is, they arrive at 7, 7.15, 7.30, 7.45 am and so on. If a passenger arrives at the stop at a time that is uniformly distributed between 7 and 7.30 am. Find the probability that he waits (i) less than 5 minutes for a bus (ii) more than 10 minutes for a bus.

## Solution:

The pdf is $f(x)=\left\{\begin{array}{c}\frac{1}{30}, 0<x<30 \\ 0, \text { otherwise }\end{array}\right.$
(i) P (a person arrives between 7.10 and 7.15 or 7.25 and 7.30 )

$$
=P(10<X<15)+P(25<X<30)
$$

$$
\begin{aligned}
& =\int_{10}^{15} f(x) d x+\int_{25}^{30} f(x) d x \\
& =\frac{\mathbf{1}}{\mathbf{3 0}} \int_{10}^{15} d x+\frac{\mathbf{1}}{\mathbf{3 0}} \int_{25}^{30} d x \\
& =\frac{1}{30}[x]_{10}^{15}+\frac{1}{30}[x]_{25}^{30} \\
& =\frac{1}{30}[15-10]+\frac{1}{30}[30-25] \\
& =\frac{1}{3}
\end{aligned}
$$

(ii) $\mathrm{P}($ a person arrives between 7.00 and 7.05 or 7.15 and 7.20 )

$$
\begin{aligned}
=P(0<X<5) & +P(15<X<20) \\
& =\int_{0}^{5} f(x) d x+\int_{15}^{0} f(x) d x \\
& =\frac{\mathbf{1}}{30} \int_{0}^{5} d x+\frac{\mathbf{1}}{30} \int_{15}^{20} d x \\
& =\frac{1}{30}[x]_{0}^{5}+\frac{1}{30}[x]_{15}^{20} \\
& =\frac{1}{30}[5-0]+\frac{1}{30}[20-15] \\
& =\frac{1}{3}
\end{aligned}
$$

4. Subway trains on a certain line run every half an hour between mid- night and six in the morning. What is the probability that a man entering the station at a random time during this period will have to wait atleast twenty minutes.

## Solution:

The pdf is $f(x)=\left\{\begin{array}{c}\frac{1}{30-0}, 0<x<30 \\ 0, \text { otherwise }\end{array}\right.$
(i) $\mathrm{P}($ a man waiting for atleast 20 minutes $)=P(X \geq 20)$

$$
\begin{aligned}
& =\int_{20}^{30} f(x) d x \\
& =\frac{\mathbf{1}}{\mathbf{3 0}} \int_{20}^{30} d x
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{30}[x]_{20}^{30} \\
& =\frac{1}{30}[30-20] \\
& =\frac{1}{3}
\end{aligned}
$$



