
              Rohini College of Engineering & Technology 
 

 
 

  MC4301 MACHINE LEARINIG 

MODEL REPRESENTATION AND INTERPRETABILITY 

 

We have already seen that the goal of supervised machine learning is to learn or derive a 
target function which can best determine the target variable from the set of input 
variables. A key consideration in learning the target function from the training data is the 
extent of generalization. This is because the input data is just a limited, specific view and 
the new, unknown data in the test data set may be differing quite a bit from the training 
data.  

Underfitting 

If the target function is kept too simple, it may not be able to capture the essential 
nuances and represent the underlying data well. A typical case of underfitting may occur 
when trying to represent a non-linear data with a linear model as demonstrated by both 
cases of underfitting shown in figure 3.5. Many times underfitting happens due to 
unavailability of sufficient training data. Underfitting results in both poor performance 
with training data as well as poor generalization to test data. Underfitting can be avoided 
by 

 1. using more training data  

2. reducing features by effective feature selection 
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Overfitting 

Overfitting refers to a situation where the model has been designed in such a way that it emulates the 

training data too closely. In such a case, any specific deviation in the training data, like noise or outliers, 

gets embedded in the model. It adversely impacts the performance of the model on the test data. 

Overfitting, in many cases, occur as a result of trying to fit an excessively complex model to closely 

match the training data. This is represented with a sample data set in figure 3.5 . The target function, 

in these cases, tries to make sure all training data points are correctly partitioned by the decision 

boundary. However, more often than not, this exact nature is not replicated in the unknown test data 

set. Hence, the target function results in wrong classification in the test data set. Overfitting results in 

good performance with training data set but poor generalization and hence poor performance with 

test data set. Overfitting can be avoided by  

1. using re-sampling techniques like k-fold cross validation  

2. hold back of a validation data set  

3. remove the nodes which have little or no predictive power for the given machine      learning 

problem.  

Both underfitting and overfitting result in poor classification quality which is reflected by low 

classification accuracy. 

Bias – variance trade-off 

In supervised learning, the class value assigned by the learning model built based on the training data 

may differ from the actual class value. This error in learning can be of two types errors due to ‘bias’ 

and error due to ‘variance’.  

Errors due to ‘Bias’ 

Errors due to bias arise from simplifying assumptions made by the model to make the target function 

less complex or easier to learn. In short, it is due to underfitting of the model. Parametric models 

generally have high bias making them easier to understand/interpret and faster to learn. These 

algorithms have a poor performance on data sets, which are complex in nature and do not align with 

the simplifying assumptions made by the algorithm. Underfitting results in high bias. 

Errors due to ‘Variance’ 

Errors due to variance occur from difference in training data sets used to train the model. Different 

training data sets (randomly sampled from the input data set) are used to train the model. Ideally the 

difference in the data sets should not be significant and the model trained using different training data 

sets should not be too different. However, in case of overfitting, since the model closely matches the 

training data, even a small difference in training data gets magnified in the model. 
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So, the problems in training a model can either happen because either (a) the model is too simple and 

hence fails to interpret the data grossly or (b) the model is extremely complex and magnifies even 

small differences in the training data.  

As is quite understandable:  

• Increasing the bias will decrease the variance, and  

• Increasing the variance will decrease the bias  

On one hand, parametric algorithms are generally seen to demonstrate high bias but low variance. On 

the other hand, non-parametric algorithms demonstrate low bias and high variance. 

 As can be observed in Figure 3.6 , the best solution is to have a model with low bias as well as low 

variance. However, that may not be possible in reality. Hence, the goal of supervised machine learning 

is to achieve a balance between bias and variance. The learning algorithm chosen and the user 

parameters which can be configured helps in striking a trade off between bias and variance. For 

example, in a popular supervised algorithm k-Nearest Neighbors or kNN, the user configurable 

parameter ‘k’ can be used to do a trade-off between bias and variance. In one hand, when the value 

of ‘k’ is decreased, the model becomes simpler to fit and bias increases. On the other hand, when the 

value of ‘k’ is increased, the variance increases. 


