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What is a feature? 

A feature is an attribute of a data set that is used in a machine learning process. There is a 
view amongst certain machine learning practitioners that only those attributes which are 
meaningful to a machine learning problem are to be called as features, but this view has to 
be taken with a pinch of salt. In fact, selection of the subset of features which are meaningful 
for machine learning is a sub-area of feature engineering which draws a lot of research 
interest. The features in a data set are also called its dimensions. So a data set having ‘n’ 
features is called an n-dimensional data set. 

What is feature engineering?  

Feature engineering refers to the process of translating a data set into features such that 
these features are able to represent the data set more effectively and result in a better 
learning performance.  

As we know already, feature engineering is an important pre-processing step for machine 
learning. It has two major elements:  

1. feature transformation 

 2. feature subset selection  

Feature transformation transforms the data – structured or unstructured, into a new set of 
features which can represent the underlying problem which machine learning is trying to 
solve. There are two variants of feature transformation:  

1. feature construction  

2. feature extraction  

Both are sometimes known as feature discovery 

Feature construction process discovers missing information about the relationships 
between features and augments the feature space by creating additional features. Hence, if 
there are ‘n’ features or dimensions in a data set, after feature construction ‘m’ more features 
or dimensions may get added. So at the end, the data set will become ‘n + m’ dimensional.  

Feature extraction is the process of extracting or creating a new set of features from the 
original set of features using some functional mapping. 

FEATURE TRANSFORMATION 

 Engineering a good feature space is a crucial prerequisite for the success of any machine 
learning model. However, often it is not clear which feature is more important. For that 
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reason, all available attributes of the data set are used as features and the problem of 
identifying the important features is left to the learning model. This is definitely not a feasible 
approach, particularly for certain domains e.g. medical image classification, text 
categorization, etc. In case a model has to be trained to classify a document as spam or non-
spam, we can represent a document as a bag of words. Then the feature space will contain 
all unique words occurring across all documents. This will easily be a feature space of a few 
hundred thousand features. If we start including bigrams or trigrams along with words, the 
count of features will run in millions. To deal with this problem, feature transformation 
comes into play. Feature transformation is used as an effective tool for dimensionality 
reduction and hence for boosting learning model performance. Broadly, there are two 
distinct goals of feature transformation:  

• Achieving best reconstruction of the original features in the data set  
• Achieving highest efficiency in the learning task 

Feature construction 

Feature construction involves transforming a given set of input features to 
generate a new set of more powerful features. To understand more clearly, 
let’s take the example of a real estate data set having details of all apartments 
sold in a specific region. The data set has three features – apartment length, 
apartment breadth, and price of the apartment.  

If it is used as an input to a regression problem, such data can be training data 
for the regression model. So given the training data, the model should be able 
to predict the price of an apartment whose price is not known or which has just 
come up for sale. However, instead of using length and breadth of the 
apartment as a predictor, it is much convenient and makes more sense to use 
the area of the apartment, which is not an existing feature of the data set. So 
such a feature, namely apartment area, can be added to the data set. In other 
words, we transform the three dimensional data set to a four-dimensional data 
set, with the newly ‘discovered’ feature apartment area being added to the 
original data set. This is depicted in Figure 4.2 
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There are certain situations where feature construction is an essential activity 
before we can start with the machine learning task. These situations are  

• when features have categorical value and machine learning needs 
numeric value inputs  

• when features having numeric (continuous) values and need to be 
converted to ordinal values  

• when text-specific feature construction needs to be done 

Encoding categorical (nominal) variables 

Let’s take the example of another data set on athletes, as presented 
in Figure 4.3a. Say the data set has features age, city of origin, parents 
athlete (i.e. indicate whether any one of the parents was an athlete) 
and Chance of Win. The feature chance of a win is a class variable 
while the others are predictor variables. We know that any machine 
learning algorithm, whether it’s a classification algorithm (like kNN) 
or a regression algorithm, requires numerical figures to learn from. 
So there are three features – City of origin, Parents athlete, and 
Chance of win, which are categorical in nature and cannot be used 
by any machine learning task. In this case, feature construction can 
be used to create new dummy features which are usable by machine 
learning algorithms. Since the feature ‘City of origin’ has three unique 
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values namely City A, City B, and City C, three dummy features 
namely origin_ city_A, origin_city_B, and origin_city_C is created. In 
the same way, dummy features parents_athlete_Y and 
parents_athlete_N are created for feature ‘Parents athlete’ and 
win_chance_Y and win_chance_N are created for feature ‘Chance of 
win’. The dummy features have value 0 or 1 based on the categorical 
value for the original feature in that row. For example, the second row 
had a categorical value ‘City B’ for the feature ‘City of origin’. So, the 
newly created features in place of ‘City of origin’, i.e. origin_city_A, 
origin_city_B and origin_city_C will have values 0, 1 and 0, 
respectively. In the same way, parents_athlete_Y and 
parents_athlete_N will have values 0 and 1, respectively in row 2 as 
the original feature ‘Parents athlete’ had a categorical value ‘No’ in 
row 2. The entire set of transformation for athletes’ data set is shown 
in Figure 4.3b. 

However, examining closely, we see that the features ‘Parents 
athlete’ and ‘Chance of win’ in the original data set can have two 
values only. So creating two features from them is a kind of 
duplication, since the value of one feature can be decided from the 
value of the other. To avoid this duplication, we can just leave one 
feature and eliminate the other, as shown in Figure 4.3c 
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Encoding categorical (ordinal) variables 

Let’s take an example of a student data set. Let’s assume that there 
are three variable – science marks, maths marks and grade as shown 
in Figure 4.4a. As we can see, the grade is an ordinal variable with 
values A, B, C, and D. To transform this variable to a numeric variable, 
we can create a feature num_grade mapping a numeric value against 
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each ordinal value. In the context of the current example, grades A, B, 
C, and D in Figure 4.4a is mapped to values 1, 2, 3, and 4 in the 
transformed variable shown in Figure 4.4b. 

 

Transforming numeric (continuous) features to categorical 
features 

Sometimes there is a need of transforming a continuous numerical 
variable into a categorical variable. For example, we may want to treat 
the real estate price prediction problem, which is a regression 
problem, as a real estate price category prediction, which is a 
classification problem. In that case, we can ‘bin’ the numerical data 
into multiple categories based on the data range. In the context of the 
real estate price prediction example, the original data set has a 
numerical feature apartment_price as shown in Figure 4.5a. It can be 
transformed to a categorical variable price-grade either as shown in 
Figure 4.5b or as shown in Figure 4.5c 
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Feature extraction 

In feature extraction, new features are created from a combination of 
original features. Some of the commonly used operators for 
combining the original features include. 

1. For Boolean features: Conjunctions, Disjunctions, Negation, etc. 
2. For nominal features: Cartesian product, M of N, etc. 

43. For numerical features: Min, Max, Addition, Subtraction, 
Multiplication, Division, Average, Equivalence, Inequality, etc 


