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1.3 Error Analysis in Measurement 

 Introduction to Error Analysis 

 Definition: Error analysis involves evaluating the uncertainties in measurements to 

understand the reliability and accuracy of the results. 

 Purpose: Identifies the sources and magnitudes of errors, helping in improving 

measurement techniques and instrument calibration. 

Types of Errors 

 Systematic Errors: Errors that consistently occur in the same direction and are typically 

due to faulty equipment or biased measurement techniques. 

 Random Errors: Unpredictable errors that vary in magnitude and direction, often due to 

environmental fluctuations or inherent variability in the measurement process. 

 Gross Errors: Significant mistakes usually caused by human error, such as incorrect 

instrument reading or data recording. 

Quantifying Errors 

Absolute Error 

 Definition: The difference between the measured value and the true value. 

Relative Error 

 Definition: The ratio of the absolute error to the true value, often expressed as a 

percentage. 

 Formula: Relative Error=(Absolute Error True Value)×100 Percentage Error 

 Definition: Another term for relative error, typically used when expressing the error as a 

percentage. 

Mean Absolute Error (MAE) 

 Definition: The average of the absolute errors over a set of measurements. 

Standard Deviation 

 Definition: A measure of the spread of a set of values, indicating the extent of variation 

or dispersion from the average value. 

Variance 

 Definition: The square of the standard deviation, representing the spread of the data. 
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Propagation of Errors 

 Addition and Subtraction 

 Rule: When adding or subtracting quantities, the absolute errors add up. 

Multiplication and Division 

 Rule: When multiplying or dividing quantities, the relative errors add up. 

Powers and Roots 

 Rule: When raising a quantity to a power, the relative error is multiplied by the absolute 

value of the power. 

Confidence Intervals 

 Definition: A range within which the true value is expected to lie with a certain 

probability (e.g., 95% confidence interval). 

 Purpose: Provides an estimate of the uncertainty of a measurement. 

 Calculation: Often involves using the standard deviation and a factor from the t-

distribution or z-distribution depending on the sample size. 

Significance of Error Analysis 

 Improvement of Techniques: Identifies areas where measurement techniques can be 

refined. 

 Instrument Calibration: Ensures that instruments provide accurate readings. 

 Reliability of Results: Enhances the credibility and reliability of experimental results. 

 Decision Making: Informs decisions in scientific research, engineering, and quality 

control. 

 

Summary 

Error analysis is essential for understanding the reliability and accuracy of measurements. By 

quantifying and analyzing errors, we can improve measurement techniques, ensure instrument 

accuracy, and enhance the credibility of results. Methods such as calculating absolute and 

relative errors, standard deviation, and confidence intervals provide a comprehensive 

understanding of measurement uncertainties. 

 

 


