ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

4.1 AUTO CORRELATION FUNCTION
DEFINITION

Let {X(t)} be a random process. Then the auto correlation function of {Y(t)} is
defined by Rxx ( t1,t2 ) = E [ X(t1))X(t2)] (i.e) The auto correlation function of
{X(t)} is the expected value of product of two samples of {X(t)}.

Properties of Auto Correlation Function

Property 1 : Auto Correlation function is even (or) Prove that Ryx(—7) =
Rxx(7)

Proof:
Rxx(r) = E[X(t + ©)X(¢)]
Rxx(=1) = E[X(t — 1)X(¢)]
=E[X(t)X(t—1)]
Ryx(—=7) = Rxx(7)

= Ryx(7) is an even function

Property 2 : Prove that Ryx(0) = E[ X3(1)]
Proof:
Ryx(7) = E[X(t + D)X (£)]
By taking T = 0, We get
Ryx(0) = E[X()X(t)] = E[ X*(1)]
“ Rxx(0) = E[ X3(t)]
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Property 3 : Prove that |Rxx(t)| < Rxx(0) (or) Prove that the maximum

value of Rxx(T) is Rxx(O)
Proof :
Rxx (1) = E[X(t + D)X(0)]

[Rxx (D] = [E[X(t + DX (©®)]]
< E[X?(t + ©)]E[X?(t)] by Schwartz inequality
= Ryx(0)Rxx(0)
 |Ryx (D)% < [Rxx (0)]?
|Rxx(D|* < [Ryx(0)]?

|Rxx ()| < Rxx(0)

Property 4 : If X(t) is a stationary process and it has no periodic component

,then Ux = lim RXX (T)
w’r—)oo

Proof : Since {X(t)} is a stationary process, then as T — oo, X(t)and X(t + 1) are
independent and uy = E[X(t)]
Ryx(r) = E[X(t + D)X(2)]
lim Ry (7) = lim E[X (¢ + )X (0)]

=limE[X(t + ©)]E[X(t)]
T—00
3 Tli_{gllxllx = px’

= Ux = Tll_)rg) Rxx (7)

~EX ()] = ’Tll_{{.lo Rxx (7)
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PROBLEMS UNDER PROPERTIES OF AUTO CORRELATION

FUNCTION

1. Check whether the following are valid auto correlation functions:

(i) f(tr) = Acoswt where A and w are positive constants

(i) g(r) = Asinwt where A and w are positive constants

(iii) h(r)=1- % where T is a constant.

Solution :
(i) f(t) = Acoswt
f(—t) = Acos(—wT1)

= Acoswt = f(1)

f(—7) = f(1)

~ f(t) is the even function.

Hence f(t) is the ACF of a process.

(i g(t) = Asinwt
g(—1) = Asin(—w1)

= —Asinwt = —g(1)
g(—1) = —g(v)

~ g(t) is an odd function.
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Hence g(t) is not a ACF of a process.

ITI

(i) h(n)=1-—=
h(-7) =1 —Tl
=1- lTil = h(7)
h(—7) = h(7)

. h(t) is the even function.

Hence h(t) is the ACF of a process.

square value and variance of {X(t)}

Solution:
The mean value of {X(T)} is given by

E[X(®)] = Th_>r£lo Rxx (7)

lim (25 +

T—00 1+6712
=25+ 0=125

s Mean E[X(t)] =5
The mean square value of {X(t)} is given by

)

E[ X2(t)] = Ryx(0) = 25 + =254+1=26

1+ 6(0)
The Variance of {X(t)} is given by

Var[X(t)] = E[ X3(1)] - E[X(O)]?
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=26-52=26-25=1
Variance g2 = 4

3. A Stationary process has an auto correlation function is given by R(t) =

257t2+36
6.2572+4

. Find mean ,mean square value and variance of { X(t)}

Solution :

The mean value of {X(T)} is given by

E[X(®)] = Th_)f{)lo Rxx (1)

_ \/lim (2512+36)

T—o00 “6.25T2+4

s+ s
\/Tllm - - &—\/Z—Z

4
—oo T2 (6.25+T—2)

s Mean E[X(t)] = 2
The mean square value of {X(t)} is given by

E[ X? ()] = Rxx(0)

The variance of {X(t)} is given by
Var{X(t)} = E[ X*(t)] - EIX(®)J?
=9-22=9-4=5
Variance 62 =5

4. Let {X(t)} be a stationary process with R(7) = 2 + 6e~3/". Find the mean
and variance of {X(t)}
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Solution :

The mean value of {X(T)} is given by

E[X(D)] = /Th_)fglo Ryx (7)

= \/lim (2 + 6e=30l)
T—00

V2 +6e-1°l =2 ¥0=+2

~ Mean E[X()] =2

The mean square value of {X(t)} is given by
E[ X2 (t)] = Rxx(0)
=2+6e1°'=2+6=8
The variance of {X(t)} is given by
Var{X (1)} = E[ X*(0)] - EIX(D)]*
=8-V22=8-2=6
Variance g% = 6

5. If {X(t)} is a WSS process with auto correlation function Ryx(t) =

9

4e2ltl 4 :
4712+3

Find the mean and variance of Y = X(4) — X(2)

Solution :

9

- _ -2|7|
Given R(t) = 4e R v

First we have to find the mean and variance of {X(t)}

The mean value of {X(t)} is given by

E[X()] = Th_{glo Rxx (7)
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9

= i -2
111—>r£10 (46 o 4‘[2+3)
=\ViF0=\0

~ Mean E[X(t)] =0.......(2)

The mean square value of {X(t)} is given by
E[ X2 (t)] = Rxx(0)
=443 =7 from(1)
The variance of {X(t)} is given by
Var{X(®)} = E[ X*(t)] - EIX(V)J*
=7 — ==V
Variance 6% =17........ 3)
We have to find mean and variance of Y = X(4) — X(2)

(i)  Meanof Y = E[Y] = E[ X(4) — X(2)]
= E[X(4)] -E[X(2)]
=0-0=0
(i)  Var(Y) = Var [X(4) — X(2)]
= Var[X(4)] + Var[x(2)] — 2Cov[ X(4) . X(2)]
=7+7-2Cov(42).cceeieinnnn.... 4)
We know that Cov (4,2 ) = Rxx (4,2) — E[X(4)] E[X(2)]

= Rxx (4 = 2) -0= Rxx (2) From (2)
9
16+3

= 4622 + = from (1)
19

= 4e'2(2) +
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= 0.546
(4) = Var (Y) =14 — 2(0.546)
=14 -1.092
~ Var(Y) =12.908

6. Suppose that { X(t)} is a WSS process with ACF R(t1, t2) =9 +
4 e~ 02It1i-t2l pDetemine the mean,variance and the covariance of the RV’S
Z = X(5) and W = X(8).
Solution :
Given R(z) = 9 + 4 e~02I7l
We have to find the mean and variance {X(t)}

(i)  The mean value of {X(t)} is given by

EX(®] = [lim R()

= [lim[9 + 4e— 0.2|7]]

T—00

=V9 +4e~®
=v9+0
s~ Mean E[X(t)] = 3 .......(1)
(i)  The mean square value of {X(t)} is given by
E [ X*(t)] = R(0)
=9+4¢e°=13.
The variance of {X(t)} is given by
Var[X(t)] = 0%, = E[ X2(1)] - EX®)T

(i) Given Z = X(5) ; W = X(8)
Mean of Z = E(Z) = E[X(5)] =3 from(1)
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Mean of W = E(W) = E[X(8)] =3  from(1)
Var(Z) = Var[X(5)] =4 from (2)
Var (W) = Var[X(8)] = 4 from (2)
Cov(Z,W) = E[ ZW] - E[Z]E[W]
= E[X(5) X(8)] -3 X 3
=R(5,8)-9=9 + 4e702-3l _9

=4 06

7. If [X(t)] is a wide sense stationary process with auto correlation function

R(t) =Ae~"  Determine the second order moment of the RV X(8) — X(5)

Sol:
Given R(7)= Ae @7l (1)
E[X?2(t)]=R0O)=Ae’=A ... ....(Q2

The second order moment of X(8) - X(5) is given by

=E[(X(8) — X(5))?]

=E[X*(8)] + X*(5) - 2X(8)X(5)]
=E[X*(8)] + E[X*(5)] - 2E[X(8)X(5)]
= A+A-2Ryx(8,5) from(2)
= 2A - 2Ry4(8.,5)

= 2A - 2Ry« (3)

= 2A - 24e 13! from(1)

=2A(1 - e3%)
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8. If {X(t)} is a WSS process, then prove that E[X(t + 7) — X(t)]? =
2[Rxx(0) — Rxx(7)]
Proof :
E[X(t+7)—X@®)]* = E[X*(t+1)+X?() - 2X(t+1)X(®)]
= E[X?(t+71)] - E[X?(@t)] - 2E[ X(t + D)X (t)]
= Rxx(0) + Rxx(0) — 2Rxx ()
= 2Rxx(0) — 2Rxx (T)
E[X(t + 1) — X(8)]* = 2[Rxx(0) — Rxx(7)]

9. Suppose that {X(t}is a WSS process with mean that uy #0 and that Y (t) is
defined by Y (t)= X(t+t) - X(t), where = > 0 is a constant. Show that the

mean of [Y(t)] is zero for all value of t and the variance of [Y(t)] is given

by %= 2[Rxx(0) - Rxx(7)]. Is [Y(t)] a WSS process?
Sol:
Given: Y(t) = X(t +7) - X(t)
Given {X(t)} is a WSS process.
~(1) E[X(t)] = constant = uy and

~(2) Rxx(tq,t,) is a function of 7.

(i) Mean of Y (t) = E[Y(1)]
=E[X(t +7) - X(1)]
=E[X(t + 7)] - E[X(1)]

=px- px=0
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(if) o7y = Var[Y (0)]
= Var[X(t +7) -X(t)]
= Var[X(t + 7)] + Var[X(t)] - 2 Cov[X(t + 7) X(t)]
= a5 (1) +oi (1) - 2{E[(X(t +7)X (V)] -E[X(t+7 )IE[X(O)]}
= 20% (1) - 2[Rxx(v)- pxhix]
=2[o% (1) - Rxx(D)+uk
=2[E[X* ()] - [E[X(O]]?) - Ryx(®) + 1%]
=2[E(X? (1) - p - Rxx(D)+uz)]
=2[Rxx(0)- Rxx(7)]
(iii) Ryy (t1,t2) = E[Y(t2) Y (¢,)]
=E[[X(t1+ 7) - X(t1)] [X(ty + 7) - X(t2)]]
=E[X(t;+ T)X(t5+ T) - X(t1+ T)X(t5) - X(t1)X(t1+ 7) + X(t1) X(t2)]
=E[X(t;+ T)X(t5+ 7)] - EDX(t1+ T)X(£,)] - EDX(t)X(t2+ 7) ] + E[X(£1) X(t2)]
=Rxx(t1 T- t3+ 7) - Ryx(t1+ 7- t3) -Ryx(t1- t2- T) + Ryx(ts- )
=Rxx(1) - Ryx(7+ 7) - Rxx(0) +Ryxx(7)
Ryy(t1,t2) = 2Rxx(7) - Rxx(27) - Rxx(0)
Which is a function of z.
Also we have E[Y(t)] = 0

~ [Y(t)] a WSS process
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MEAN ERGODIC THEOREM :

Let {X(t)} be a random process with constant mean . Then

{X(t)} is mean ergodic if Tlim Var(X;) = 0.

1. The auto correlation function for a stationary process {X(t)} is given by
Ryx(7) = 9 +2e~!"l. Find the Mean of the random variable Y = foz X(t)dt

and the variance of {X(t)}.
Sol:

The mean of {X(t)} is given by

E[X()] = HLTQRXX(T)

= [lim[9+2e7ltl]=v9 =

T—00

The mean Square value of {X(t)} is given by
E[X?%(t)] = Rxx(0) =9+2 =11
The variance if {X(t)} is given by

Var[X(®)] = o2 = E[X2(t)] - [E[X(©)]]2=11-9=2
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Next, we find the mean of Y as
E[Y] = E[f, X(t) d
=[, E [X()] dt

= [73dt

2. The auto correction function of for a stationary process [X(t)] is given

by Ryx(t) =1 + e 2"l Find the mean and variance of S = fol X(t)dt.
Sol.
X(t) is defined in (0,1). ~T=1
Given R(7) = 1+e~2Il

The mean of [x(t)] is given by

E[X(1)] = \/Q@R(T) = \/Tll_)rglo[l + e2l] =1

Given S = [ X(t)dt.
We have to Find the mean and variance of S

(i) The mean of S is given by

E[S] = f, EIXO]dt= [, (D)dt = [¢]} =10
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~E[S] =1

(if) To compute variance of S.
v_1 (T _ 1 _ .. _
Xr== J, X® dt= [ X(t)dt =S [+ T=1]

Izl

Var(X7) = = [1,(1-5) Cyx(r)dr Here T =1

=[2, (1-|7]) CH 1)

Cxx(7) = Rxx(7) - E[X(¢1)] E[X(t2)]
=1+e 2l 1x1 [E[X(®)] = 1]

— e—2|T|

(1) = Var(Xp) = [, (1-lzl)e 2 de= 2 [ .(1-|t])e~"dz

e—Z‘L'

(-2)?

b

)10

“1- (1) (

=2 [ (1-r)e 2 dr = 2[(1-1)[

e
4

11 e % 1 e % 1
+ -] =2[—+-]1=—+ =
2 4] 2[4 4] 2

=2[0+ :

Var(Xr) = ~(1 + %) = 0.5677

Since S = Xy, Var(S) =0.5677
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3. IfS= folo X(t) dt, Find the mean and variance of S if E[X(t)] =8 and

Rxx(T) =64 + 103_2|T|

Sol:

X(t) is defined in (0,10) since T =10
Given: S = [, X() dt ; EIX())] = 8 ; Ryx(7) = 64 + 10e 2/
(i) Mean of S, E(S) = [, E [X(t)] dt = [, 8 dt = 8[¢]5° = 80

(i) To compute Variance of Xy

Xr 1ody X@®dt =
Var(Xr ) =+ 7 (1) Cyx (D). e (1)

Cxx(T) = Rxx(7) - E[X(£1)] E[X(t2)]
=(64 + 10e~217) - (8 x 8)

=10e~2l7l

(1- Dy 10e-20lgr = [0 (1- 1) g-2nlgy

Yo ) = Aty Tl
(1) = VarX, ) = 10 I 10 -10°" 10

-10°

7|

=2 [°(1- ) e ?dr = 2 [°(1- D) e ¥dr

e ~1y e 10

2[(1-DED) - b

=2[0+—e204+2-1] = z[w]
40 2 40 40
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Var(Xy )= 2—10[e-20 +197 = 095 e ... (1)
We have X; = 110 = 10X,
Var(S) = Var(10X; )= 10*Var(X; )
=100 x 0.95 From (1)
Var (S) =95
4. The random binary transmission process {X(t)} is a wide sense process

with zero mean and auto correlation function R(t) = 1—% Where T is a

constant. Find the mean and variance of the time average of {x(t)} over
(0,T). Is {X(t)} mean-ergodic?

Sol: Given mean of {X(t)} is zero.
~E[X()] =0

The time average of {X(t)} is over (0, T) given by

Xr =2 [, X(t) dt

The mean value of time average of {X(t)} is given by

E(Xr )= 7€ | 7 Jy [X(D)] dt]
— 1 T .o —
= [, EIX(®] dt AE[X(©] =0
=0

The variance of time average of [X(t)] is given by

7|

— 1 T
VaI’(XT )= ; f—T(l - T) CxxdT ............ (1)
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Given Ryx(7) = 1-— e < T

Cxx(7) = Ryx (1) - EIX(OIE[X(t + 7)]
=Rxx(7) - 0

|7l

=1- Tl < T

(1) = Var(¥r )=1 (1 -2

Il 2

=2 (1~ e

_2 (T o T2
—Tfo(l D)fdr

|T|3
2 (1 gsg
:—[

T 3(-p)

]T

- _210-

=-20-1]

] oA
%ljgovar(XT)_sio

~ [X(t)] is not mean ergodic by mean ergodic theorem.
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