ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

INTRODUCTION
Random Process:

Consider a random experiment with a sample space S. If a time
function X(t, s) is assigned to each outcome s € S and where t € T, then the
family of all such functions, denoted by {X(t,s)}, where s € S, t € T is called
a random process. In other words, a random process is a collection of random

variables together with time.
Note: A random process is also called stochastic process.
3.1 Classification of Random Process:

Classify a random process according to the characteristic of T and the state

space S. We shall consider only 4 cases based on T and S.

) Continuous random process
i)  Continuous random sequence
iii)  Discrete random process

iv)  Discrete random sequence
Continuous random Process:

If both S and T are continuous, then the random process is called continuous

Random process.

Continuous Random Sequence:

If S is continuous and T is discrete, then the random process is called

continuous random sequence.

MA8451-PROBABILITY AND RANDOM PROCESSES



ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

Discrete Random Process:

If S is discrete and T is continuous, then the random process is called discrete

random process.
Discrete Random Sequence:

If both S and T are discrete, then the random process is called discrete random

process.
Deterministic Random Process:

A random process is called a deterministic random process if all the future

values are predicted from past observation.
Non Deterministic Random Process:

A random process is called a non - deterministic random process if the future

values of any sample function cannot be predicted from the past observation.
Wide Sense Stationary Process (WSS);
A process {X (t)} is said to be Wide Sense Stationary Process if

(YMean = E[X(t)] = constant
(ii) Auto correlation Ryx(t) = E[X(t)X(t + 7)] depends on ©

Note:

A WSS process is also called as Weak Sense Stationary Process.
A SSS process is also called a strongly stationary process.

For stationary process mean and variance are constants.

A random process, which is not stationary in any sense, is called evolutionary.
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Formulae:
Wide Sense Stationary (WSS):

()Mean = E[X(t)] = constant
(ii) Auto correlation Ryx(t) = E[X(t)X(t + 7)] depends on

Stationary Process:

(DE[X(t)] = constant
(iVar[X(t)] = constant

Strict Sense Stationary (SSS):
E[X™(t)] is a constant for everyn
Joint Wide Sense Stationary (JWSS):

(DE[X(t)] = constant
(E[Y(t)] = constant
(ii)Ryx(t,t +7) = E[X(®)Y(t + 7)] depends ont

Mean Ergodic:
. - 1 T
Time average, X; = Ef_TX(t)dt
E[X(t)] = Tlim Xr
Correlation Ergodic:

1

Xr = 5[_TTX(t) X(t+1)dt

Rxx(t,t‘l"[) = Tllm X_T
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If Y(t) = X(t+ a) — X(t — a), prove that Ryy(t) = (ZR xx () — Rxx(z +
2a) — Rxx(t — 2a)

Solution:
Given Y(t) = X(t + a) — X(t — a)
Ryy ()= E[Y (t)Y (¢2)]
=E[(X(t1+ @) —X(t; —a)(X(t; + a) — X(¢t; — a))]

—E[X({t; +a)X(t, +a) —X(t; + a)X(t, —a) — X(t; —a)(X(t, +a)+
X(t; —a)X(t, — a))]

=EX({t;+a)X(t, +a)] — E[X(t, + a)X(t, —a)] — E[X(t;
—a)(X(t; + a)] + E[X(t; — a)X(t; — a)]

:RXX(tl + a, tz + a) — RXX(tl + a, tz mw a) Iy RXX(tl B a, tz + a) +

RXX(tl - a, tz - a)
:RXX(tl + a— tz - a) ™ RXX(tl + = tz + a) - RXX(tl —a-— tz - a)
+Rxx(t1 —a— tz + a)

=Rxx(t; — t3) — Rxx(t; — t; + 2a) — Rxx(t; — t; — 2a) + Ryx(t; — t3)
=Rxx (1) — Rxx (T + 2a) — Rxx (T — 2a) + Rxx(7)
Ryy(7) = 2Rxx(t) — Rxx(7 + 2a) — Rxx(7 — 2a)
The following formulas are very useful to solve problems under stationary
process.
> If X is a RV with mean zero, then Var(X) = E(X?)

>142x+3x% 4+ =(1—-x)"?
>14+4x+9x% 4+ =1+x)(1—x)73

> |f A and B are RV’s and A is a constant, then
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E[Acos At + Bsin At] = E(A)cos At + E(B)sin At

> . E(cos At) = cos At, since 4 and t are constants.

3.2 STATIONARY PROCESS

Problems under Stationary process:

For a stationary process

(1) E[X(t)] is a constant

(2) Var[X(t)] is a constant

1. The process {X(t)} whose probability distribution unde certain

(ay»t
- . st W,n—l,z,&....
conditions is given by P[X(t) = n] = I}
1+at;n =0

Show that it is not a stationary process (Evolutionary).

Solution:
n 0 1 2 3
(t) at 1 at (at)?
iz 1+at | A+at)? | A+at)® | (1+at)*

For a stationary process,

(1) E[X(t)] is a a constant
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(2) Var[X(t)] is a constant

(at)?
E(X(t)| = z t) =0+———= 2)—m—m— 3)———..
X(®)] nzonpn() +(1+at)2+()(1+at)3+()(1+at)4
1 ot g @'
T (1+ab)? [1 2 1+at +3 (1+at)2 = ]

- (1+1at)2 [ 2 (:Zzt)]_z

_ 1+at—at] 2
(1+at)?2 L (1+at)

~ (+an? [(1+at)]

= (1+ = (1+at)?=1

E[X (t)] = 1 which is a constant

EDX()] = Lne1n?pu(t) = 0 + + (9) 4

(1+ at)? + &) (1+at)4

(1+a1t)3

. 1 at (at)?
= [1+4 +9 + ]

1+at (1+at)?
1 at at
T (1+at)? (1 i 1+at) [1 B 1+at]
1 (1+2at 3
o (1+at)? ( 1+at ) (1 i at)

E[X?(t)] = 1+ 2at, which is not a constant
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Var [ X(t)] = E[X?(t)] — [E[X(D)]]? =1+ 2at — 1
= 2at which is not a constant.

~ {X(t)} is not a stationary process.

2. Consider a random process A; and A, are independent random
variables with E(A4;) = a; and Var(4;) = ¢ for i = 1,2 Prove that the

process {X(t)} is evolutionary.
Solution:

Given X(t) = A; + At where A, and A, are independent random variables
with E(4;) = a; and Var(4;) = ¢/ fori = 1,2

For a stationary process
(1) E[X(t)] is a constant

(2) Var[X(t)] is a constant

E[X(t)] = E[A; + A,t]
= E[A,] + tE[A,]

= al + ta,z

Which is not a constant.
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Thus, the process {X( t)} is evolutionary.

3. Let X(t) = Bsin wt, where B is a random variable with mean and

variance 1 and w is a constant. Check whether {X(¢)} is a stationary or not

Solution:

Given X (t) = Bsin wt, where

B is a random variable with Mean=0 and Variance =1

Meanof B=0=E(B)=0 ..

Varianceof B=1= E(B?) =1

For a stationary process,
(1) E[X(t)] is a constant

(2) Var[X(t)] is a constant

(1) E[X(t)] = E[Bsin wt]

= E[B]sin wt

= 0 From (i)

«~ E[X(t)] is a constant
(2) E[X?%(t)] = E[B?sin? wt]

= E(B?)sin? wt

= sin? wt which is not a constant From (ii)
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Var[X(t)] = E[X?(t)] — [E[X(t)]?] = sin? wt, which is not a constant.

Since the condition (2) for Stationary Process is not satisfied,
Hence {X(t)} is not a Stationary Process.

4. Consider the random process X(t) = cos(t + ¢) where ¢ is a random
variable with density function f(¢) = i where — 2 < ¢ < 7. Check

whether or not the process is stationary.

Solution:

X(t) = cos(t + @) where ¢ is a random variable with

1 T [
f(go)—;,where—5<go<;

For a stationary process,

(1) E[X(t)] is a constant
(2) Var[X (t)] is a constant

E[X(t)] = E[cos(t + ¢)]

=[Z cos(t + )f (¢)de
> 1
= fg cos(t + @) ;d(p

= %f_gz cos(t + @)do
2
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i

= = [sin(t + ¢)]*x

2

1 . T . T
= [sm (t + E) — Sin (t — E)]
1 . T . T
= [sm (E + t) + sin (5 — t)]
“* sin (g — 9) = sin (g + 9) = cos 6
== [cost + cost]
3
=12cost
V3
E[X(t)] = %Zcos t, which depends on t.
Since the condition (1) for Stationary Process is not satisfied,

{X(t)} is not a Stationary Process.

5. Let X(t) = cos(wt + 0), where 0 is a random variable
uniformly distributed over (0, 2m). Prove that {X(t)} is a stationary

process of first order.
Solution:

Given: X(t) = cos(wt + 8), where 0 is random variable uniformly distributed

over (0,2m).
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1

~ fe(0) = -:0<6<2m
To prove {X(t)} is a first order stationary process.

we have to prove fy(x;t) is independent of time.

Tofind fx(x;t) :
We have x = cos(wt + 60)

= wt + 6 = +cos [x]

Tofind fx(x;t),

Take x = X(¢t)

= 0 = —wt + cos x] = cos[+(wt + 8)] = cos(wt + 8

Letd; = —wt —cos"1xand B, = —wt + cos 1 x

ao, _ -1 _ 1
dx V1—2x2 1 —x2

d91 _1 _1
-0+ =
dx V1—x2 V1 —x?

The first order density of {X(t)} is given by

@) + |dé?2
fo (61 T

do
fetnt) = [ f2(02)
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1 1 1 1

= — + —
2t V1—-x2  2mV1-x2

2 1

T 2mV1—x2

1 1

TV1—x2

fx(x,t) =

To find the range of x :
We have x = X(t) = cos(wt + 0).

Since the value of cos(wt + ) lies between —1 and +1, we have —1 < x < 1.

1 1

“ It = o

which is independent of time.

Hence, {X(t)} is a stationary process of first order.

Problems on Wide Sense Stationary (WSS):

1. Show that the random process X(t) = A4 cos(wt + 8) is WSS, where
A and w are constants and @ is uniformly distributed on the interval

(0,2m)
Solution:

Given, X(t) = Acos(wt + 0)

6 is uniformly distributed on the interval (0, 2m)
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1
f(9)=b_a,a<9<b
f@)=—,0<0<2m

To Prove X(t) is WSS.
()Mean = E[X(t)] = constant

(ii) Auto correlation Ryx(t) = E[X(t)X(t + 7)] depends on
(i)  EX®]=["_X(@)f(6)do

= [, Acos(wt +6) id@

=~ [sin(wt + 6)]2"

= % [sin(wt + 27) — sin(wt + 0)]

= % [sin wt — sin wt] = 0

E[X(t)] = 0 is constant.

(iDRxx () = E[X(©)X(t + 7)]

= E[A cos(wt + 6) Acos(w(t + 1) + 6)]

= E[A?]E[cos(wt + ) cos(w(t + T) + 6)]

1
= AZEE[cos(a)t+ 0 + wt + wt + ) cos(wt + 0 — wt — wt — )]
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cos(—6) = cos b

N =

cos Acos B = =[cos(4 + B) + cos(4 — B)]

1
= A? EE[COS(Za)t + 20 + w7) cos(—w1)]

2
= A;E[cos(Za)t + 20 + wt) cos(wt)]

AZ

21 1
== [cos wt + [;7 coswt + 26 + wr)gde]

A? A2 [ sin Qut+20+wT)]%®
= — CO0S WT +—
2 41 2 0

2 2
= A? cos wT + :—n [sin(2wt + wT + 41) — sin(2wt + wT)]
A? A% . .
=~ €OS WT + — [sinRwt + wt) — sin(2wt + wt)]

2 2
=2 cos wr +A—[O]
2 8T

AZ
Ryx (1) = ~ COS Wt

Hence X (t) is WSS process.

2.Show that the random process X(t) = Acos At + B sin At where Aisa
constant, A and B are random variables, is WSS if (i) E[A] = E[B] =0

(ii) E[A?] = E[B?] and (iii) E[AB] = 0

Solution:
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Given, X(t) = Acos At + B sin At

E[A] = E[B] =0 ,E[A?] = E[B?] , E[AB] =0
To Prove X(¢) is WSS.
()Mean = E[X(t)] = constant
(ii) Auto correlation Ryx(t) = E[X(t)X(t + 7)] depends on t
(DE[X(t)] = E[Acos At + B sin At |
= E[A] cos At + E[B] sin At
=0%*cos At +0* sin At
E[X(t)] = 0 is constant.
(iDRxx (1) = E[X(D)X(t + 7)]
= E[(Acos At + B sin At)(Acos A(t + 1) + B sin A(t + 1))]

= E[A? cos At cos A(t + 1) + AB cos At sin A(t + 1)

+ AB sin At cos A(t + 1) + B?sin At sin A(t + 7)]

= E[A? cos At cos A(t + 1) ]+ E[AB cos At sin A(t + 7)] +

E[AB sin At cos A(t +T) ] + E[B?sin At sin A(t + 7)]
= E[A? cos At cos A(t + 1) ] + E[B?sin At sin A(t + 1)]

= E[A?] cos At cos A(t +T) + E[B?]sin At sin A(t + 1)
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= kcos At cos A(t + 1) + k sin At sin A(t + 1)
= k[cos At cos A(t + T) + sin At sin A(t + 7)]

= k[cos( At — At — A1)]

cos(—8) = cos @

cos Acos B +sinAsinB = cos(4 — B)

= k[cos( —A1)]
= k[cos (A1)]
Hence X (t) is WSS process.

3. Given a random variable y with characteristic function @(w) =
E[e'®Y] and a random process X(t) = cos(At + y). Show that X (t) is

stationary in the wide sense if (1) = @(2) =0
Solution:
Given, X(t) = cos(At +y)

@(w) = E[e'?]| = E[cos wy + i sin wy]

= E[cos wy] + i E[sin wy]
Given, (1) =0

= 0 = E[cos y] + i E[sin y]

E[cosy] = 0; E[siny] =0
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Given, ¢(2) =0

= 0 = E[cos 2y] + i E[sin 2y]

E[cos 2y] = 0; E[sin 2y] =0

To Prove X(t) is WSS.

(YMean = E[X(t)] = constant

(ii) Auto correlation Ryx(t) = E[X(t)X(t + )] depends on

(ME[X(0)] = E[cos(At + y) ]

= E[cos At cosy —sinAtsin y]

Cos(A+ B) =cos Acos B —sinAsinB

N | =

cos Acos B ==[cos(A + B) + cos(A — B)]

= cos At E[cosy | — sin At E[sin y]
= cosAt x0 —sinAt x 0
E[X(t)] = 0 is constant.
(iNRxx(7) = E[X(®)X(t + 7)]
= E[cos (At +y) cos (A(t+1)+y)]

= E[cos (At +y) cos (At + At + ) |

1
=EE[COS(/1t+y+At+AT+y)+Cos(At+y—At—/1r—y)]
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1
= EE[cos(ZAt + 2y + At) + cos(—At)]

1 1
= 5 C0s AT + EE[COS(ZAt + At) cos 2y — sin (2At + A7) sin 2y]

1 1 1
= 7 cos AT + > cos(2At + At) E[cos 2y] — Esin (2At + At) E[sin 2y]

— A+10
=g c0s AT 2()

1
Ryx(T) = - cos AT

Hence {X(t)} is WSS process.

4. Show that the process X(t) = Ycos wt + Zsin wt where Y and Z
independent RV’s which follows N(0, 6%) and w is a constant, is wide sense
stationary.

Solution:

Given X(t) = Ycos wt + Zsin wt, where Y and Z are independent
MEY)=EZ)=0

()E(YZ)=0

(iii) E(Y?) = E(Z?%) = ¢?

To prove {X(t)} is a WSS process,

MA8451-PROBABILITY AND RANDOM PROCESSES



ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

(1) E[X(t)] is a constant
(2) Ryx(t4,t,) is a function of t

(1) E[X(t)] = E[Ycos wt + Zsin wt]
= E(Y)coswt + E(Z)sin wt

=0+ 0 =0 From (i)
~ E[X(t)] is a constant
(2) Ryx(t1, t2) = E[X(£1)X(t;)]
= E[(Ycos wt; + Zsin wt,)(Ycos wt, + Zsin wt,)]
= E[Y? cos wt; cos wt, + YZ sin wt, cos wt; + ZYsin wt,cos wt,

+Z2sin wt,sin wt,|
= E(Y?)cos wt,cos wt, + E(YZ)sin wtycos wt, + E(YZ)sin wt,cos wt,

+E(Z?)sin wt,sin wt,
= g2coswt;coswt, + 0+ 0 +
o2sin wt;sin wt, From (ii) & (iii)
= 02[cos wt;cos wt, + sin wt;sin wt,]
= o?cos(wt; — wt,)
= o?cos[w(t; — t,)]
Ryx(t1,t,) = 02cos wt
Ry (t,t,) is a function of .

Since the conditions (1) and (2) for WSS are satisfied.
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Hence, {X(t)} isa WSS Process.

5. 1f X(t) = Ycost + Zsin t, where Y and Z are independent binary

random variables each of which assumes the values —1 and +2 with

probabilities g and % respectively. Prove that {X (&)} is WSS.

Solution:

Given X(t) = Ycost + Zsin t, where Y and Z are independent binary random

variables. The probability distribution of Y and Z are given by

P(y) |2/3 |1/3 P(z) |2/3 |13

E(Y) =Y yp(y) = (-1) @ T2 (g)
E(Y) =0

E(Y®) =Y y*p(y) =1 (§) +4 G)

2 4
= -4 -
3 3
6
==-=2
3
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Similarly, E(Z) = 0,E(Z?) = 2.

Since, Y and Z are independent, E(YZ) = E(Y)E(Z) =0
To prove {X(t)} is a WSS process

(1) E[X(t)] is a constant
(2) Ryx(t1,t,) is a function of n of 7

(1) E[X(t)] = E[Ycost + Zsin t]

=E(Y)cost + E(Z)sint =0
~ E[X(t)] is a constant.
(2) Rxx(tq, t2) = E[X(t)X (£5)]
= E[(Ycost; + Zsint,)(Ycost, + Zsint,)]
= E[Y?cos t;cos t, + YZsint,cos t; + YZsin t;cos t, + Z2sint;sint,]
= E(Y?)cost,cost, + E(YZ)sin t,cost, + E(YZ)sint,cos t,
+E(Z*)sint;sint,
= 2cos ticos t, + 2sin t;sin t,

= 2cos(t; — t;) =2c0S T

Ryx(t,t,) is a function of .

Since the conditions (1) and (2) for WSS are satisfied.

Hence, {X(t)} isa WSS Process.
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6. Consider the process X (t) = Y1~ (4;(A4;cos p;t + B;sin p;t) where A4;
and B; are uncorrelated R.v’s with mean’ 0 > & variance ¢2. Prove that
{X(t)}is a WSS process.

Solution:

Given X(t) = Y.i-, (A;cos p;t + B;sinp;t)

A; and B; are Rv’s
Given Means of A; and B; = 0 = E[A4;] = 0 & E[B;] = 0 and

Var[4;] = Var[B;] = ¢/
= E[A?] = E[B?] = o
Also A; and B; are uncorrelated - E[A;B;| = 0 for all i, j
~ E[A;A;] = E[B;B;| = 0 fori # j

To prove {X(t)} is a WSS process

(1) E[X(t)] is a constant

(2) Ryx(t4,t,) is a function of .

(1) E[X(t)] = E[Xi=,(A;cosp;t + B;sinp;t)]

= Y1 [E(A;)cosp;t + E(B;)sinp;t] =0

~ E[X(t)] is a constant.
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2) The ACF of {X(t)} is givenby R(t) = E[X(t;)X(t,)]

= E[Y-1 (A;cos pity + Bisinpty) Y7, (Ajcos pjt, + Bjsinp;t,)
= E[ ?zlz?zl(Aicos pit, + B;sin 'pl-tl)(Ajcos pjt, + Bjsin pjtz)]

=E[Xi=1 XT=1 [[Al-Ajcos piticospjt, + A;Bjcos p;tysinp;t, +

A;jB;sinp;t;cos p, t2 +B;Bjsinp;t;sinp;t,)]

=Z?=1Z}‘=1 [[E(AiAj )cos p;t; cos p;t, + E(A;B;) cos p;t, sinp;t, +
E(A;B;)sinp;t,cosp, t2 +E(B;B;)sin p;t;sin p;t,)]

=Yi=12=11E (A;A; )cos p;t; cos pjt,+E (B;B;)sin p;t;sin p;t,)]
=Y121[E(A; )*cos p;ty cos pjt,+E(B;)*sinp;tysin pjt,)]

= Y2, 07 (cos p;tycos p;t, + sinp;tisinpit,) = ¥iv,0f cos(p;t; — pity)
R(7) = ¥i 07 cos p;T

Ryx(tq, t,) is a function of .

Since the conditions (1) and (2) for WSS are satisfied.

Hence, {X(t)} is a WSS Process.

7. Let X(t) = Bsin(100t + 0), where B and @ are independent RV’ s such

that @ is uniform distributed over (—m, ) and B has mean ‘0’ and variance
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‘1’. Find mean and auto correlation function of {X(t)}

Solution:

Given X (t) = Bsin(100t + 6), where B and 6 are independent RV’ s.

6 is uniform distributed over (—m, ).
f(0) :i,—n< 0<m
Meanof B=0= E[B] =0

variance of B= 1= E[B?] = 1

The mean of X (t) is given by

E[X(t)] = E[Bsin(100t + 6)]
= E[B]E[sin(100t + 6)

= 0 X E[sin(100t + 6)]
E[X(t)] =0
Mean of X(t) =0

The ACF of {X(t)} is given by

Ryx(t1, t5) = E[X ()X (¢5)]
= E[Bsin(100t; + 0)Bsin(100t, + 0)]
= E[B?sin(100t; + 8)sin(100t, + 8)]
= E[B?]E[sin(100t; + 8)sin(100¢t, + 6)]

=1x %E[cos(lOOtl + 6 — 100t, — ) — cos(100t; + 6 + 100t, + 6)]
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= ~[E[cos(100t; — 100t,) — cos(100t; + 100t, + 26)]]

|E(cos 1007 — cos(100¢, + 100¢, + 26)]]

N | =

= ~c0s 1007 — > E[cos(100¢; + 100t, + 26)]

=~c0s 1007 — = [ " cos(100t; + 100, + 26)£(6) d6

1 1,07 1
=-c0s1007 —— [ _ cos(100t, + 100¢t, +26) - d 6

1 1 [sin(100t,+100t,+26)1"
=—c051001——[ L 2 ]
2 4t -

2

= %cos 1007 — é [sin(100¢t; + 100t, + 2m) - sin(100t; + 100t, + 2m)]
= 2051007 — — 0) = 2 c0s 1007
2 8T 2
Auto Correlation function of X(t) = %cos 100t

8. Let X(t) = Acos At + Bsin At, where A is a constant and A&B are
independent RV 's with mean ‘0" & variance 1. Prove that {X(t)} is

covariance stationary.
Solution:

Given X(t) = Acos At + Bsin At, where A&B are RV’s and 1 is a constant.
Given E(A) = E(B) = 0.

Also given A and B are independent RV’s.

MA8451-PROBABILITY AND RANDOM PROCESSES



ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

~ E[AB] = E[A]JE[B] =0
Also given Var(A) = Var(B) = 1

= E[A?] = E[B?*] =1
To prove {X(t)} is a covariance stationary process

(1) E[X(t)] is a constant

(2) Cxx(tq,t,) is a function of t
(1) E[X(t)] = E[Acos At + Bsin At]
= E[A]cos At + E[B]sin At

E[X(®)] =0
~ E[X(t)] is a constant.

(2) Cxx(t1,ty) = E[X(t)X(t)] — E[X(tDIE[X(t,)]
= E[(Acos At; + Bsin At;)(Acos At, + Bsin At,)] — 0 X 0

= E[A%cos At,cos At, + ABcos At;sin At, +

ABsin At;cos At,+B?sin At;sin At,]

= E[A?]cos At,cos At, + E[AB]cos At;sin At, + E[AB]sin At;cos At, +

E[B?]sin Atysin At,
=cos At;cos At, + 0 + 0 + sin At;sin At,

=cosA(t; — ty)
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CXX(tll tz) = COS AT

o Cxx(t1,t,) is a function of 7
Since the conditions (1) and (2) for Covariance Stationary Process are {X(t)} is

a covariance stationary process.
Problems under SSS process:
For a SSS process, E[X™(t)] is a constant for every n.

1.Verify whether the sine wave X(t) = Y cos wt, where Y is a random

variable uniformly distributed over (0, 1) is a SSS process or not.

Solution:

Given, X(t) =Y cos wt, where Y is a random variable uniformly distributed

over (0,1)

~fr()=1;0<y<1

For a SSS process, E[X™(t)] is a constant for every n.
1
ElY]= [,y fr(y) dy
PSS ') R
_foydy_ [?]0_2
E[X(t)] = E[Y cos wt ]

= E[Y] cos wt
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1
= E cos wt

E[X(t)] is not a constant.
Hence {X(t)} is not a SSS process.

2. Consider random process X((t) defined by X(t) = Ucost + Vsint, where
U and V are independent random variables each of which assumes the
values -2 and 1 with probabilities 1/3and 2/3 respectively. Show that {X(t)}
Is a wide sense stationary process and not a strict sense stationary
process(SSS)

Solution:

Given X(t) = Ucost + Vsint where U and V are R.V’S with the following

probability distributions

u -2 1 Y 4 1
P(u) |1/3 | 2/3 P(v) |1/3 |2/3
E(U) = Zup(u) =(—z X %)+(1 X §)= —§+§=o
E(U?) = Zuzp(u) =(4>< %)+(1 X §)= §+§=2
E(U3) = Zu3p(u) =(—8>< %)+(1 X g) = - §+§=—2

Similarly E(V) =0, E(V?) = 2,E(V3) = -2

Since U and V are independent R.V’S , follow that
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E(WUV) =E(MEWV)=0x0=0
EWU?V)=E(U?EWV)=2x0=0
EWUV?) =E(U)EWV?) =0x2=0

To Prove X(t) is WSS.

()Mean = E[X(t)] = constant

(ii) Auto correlation Ryx(t) = E[X(t;)X(t,)] dependson T
(DE[X(t)] = E[U cost + V sint |

= E[U]cost + E[V]sin t

E[X(t)] is a constant.

(i)Rxx (t1,t2) = E[X(t)X(t)]
= E[(Ucost; +V ssinty)(Ucos t, +V sint,)]

= E[U%cos t; cos t, + UV cos t; sint, + UV sint; cos t, +

V2sin t, sin t,]

= E[U?cos t; cos t, | + E[UV cost, sint,| + E[UV sint; cos t, | +

E[VZ3sin t, sin t,]
= E[U%cos t; cos t, | + E[V%sint, sint,]

= E[U?] cos t; cost, + E[V?]sint, sint,
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= 2cos ty cos t, +2sint, sint,

= 2[cos t; cos t, + sinty sin t,]

= 2[cos( t; — ;)]

cos(—8) = cos @

cos Acos B +sinAsinB = cos(4A — B)

= 2[cos 7]
Since the conditions (1) and (2) for WSS are satisfied , X(t) is WSS process.
To check {X(t)} is Strict Sense Stationary
E[X3(t)] = E[(U cost + V sint)3]
= E(U3cos3t + 3U%Vcos?tsint + 3UV?costsin?t + V3sin3t)
= E(U3)cos3t + 3E(U?V)cos?tsint + 3E(UV?)costsin?t + E(V3)sin3t
= —2cos3t + 0 + 0 — 2sin3t = —2(cos3t + sint)
Which depends on't.
Hence {X(t)} is not a strict sense stationary process.
Cross Correlation Function:

Let {X(t)} and {Y (t)}be two random processes. Then cross correlation

function of X(t) and Y(t) is Ryy(t1, t, ) = E[X(t)Y(t,)]
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Jointly WSS Process:

Let {X(t)} and {Y(t)}be two random processes. Then the function of

X(t) and Y (¢t) is said to be JWSS process if

(DE[X(t)] = constant
(INE[Y(t)] = constant

(iii)Ryy (ty, t, )is a function of t

Problems under Joint Wide Sense Stationary:

1.If X(t) = 5cos(10t + 0) and Y(t) = 20sin (10t + 0), where 0 is

uniformly distributed over (0, 2m). Prove {X(t)} and {Y(t)} are JWSS.

Solution:
Given (t) = 5cos(10t + 8), Y(t) = 20sin (10t + 8), where 8 is a RV
uniform distributed over (0, 27)

1
=—,0<6<2
f(6) o T

To prove {X(t)} and {Y(t)} is a JWSS process.
(DE[X(t)] = constant
(IE[Y(t)] = constant
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()E[X(6)] = E[5 cos(10¢ + 6)]

= 5 E[cos(10t + 6)]

=5 [;" cos(10t + 6) - db

_ 5

21

S cos(10t + 6)d6

5 .
=— [sin(10t + 6)]3™

E[X(t)] = 0 is a constant
(W)E[Y(t)] = E[20sin(10t + 0)]
= 20 E[sin(10¢ + 0)]

=20 [["sin (10t + 6) —d6

20 (21
Efo sin (10t + 0)d6o

= [~ cos(10t + 0) ]2
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% [sin(10t + 2m) — sin(10t)]

> [sin10t — sin10 t] = 0
2T

% [— cos(10t + 2m) + cos(10t)]
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= 1?0 [— cos 10t + cos 10t] = 0

E[Y(t)] = 0is a constant
(iii)Rxy (r) = E[X(®)Y (t + 7)]
= E[5cos(10t + 6)20sin(10(t + 7) + 6)]

= E[5 cos(10t + 6)20sin(10t + 107 + 6)]

= %E[Sin(lot + 6 4+ 10t + 107 + 6) — sin(10t + 6 — 10t — 107 — )]

= 50F[sin(20t + 107 + 20) — sin(—1071)]

= 50E[sin(20t + 107 + 260) + sin(107)]

= 50sin 107 + = [ sin (20¢ + 107 + 26)d6

= 50sin 107 + 2_n5 —cos(20t+10’r+29)]2n
0

2

= 50sin 107 + % [— cos(20t + 107 + 4m) + cos(20t + 107)]

25
= 50sin 107 + > [— cos(20t + 107) + cos(20t + 107)]

= 50sin 10t

Ryx(t,t + 7 )is a function of t
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Since the conditions (i), (ii) and (iii) for JWSS are satisfied, {X(t)} and {Y (t)}

are JWSS processes.

2. Two random processes are obtained by X(t) = A coswyt +

Bsinwgt and Y(t) = B coswyt — Asinwyt. Show that X(t) and Y(t) are
JWSS if A and B are uncorrelated random variables with zero mean and
same variances and w is a constant.

Solution:

Given X(t) = A coswyt + Bsinwyt and Y(t) = B coswyt — Asinw,yt
Where A and B are random variables with mean zero.
~E(A)=EB)=0........ (1)
Also given A and B have same variances
(i.e) Var(A) = Var(B)
~EMA)=E(B»)=0........ (2)
Also given A and B are uncorrelated
E(AB)=E(A)E(B)=0............... 3)
To Prove {X(t)} and {Y(t)} is a JWSS process.

(DE[X(t)] = constant

(IE[Y (t)] = constant
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(il)Ryy (tq,t, )is a function of
(i) E[X(t)] = E[A coswyt + Bsinw,t]
= E[A] coswyt + E[B]sinwyt]
=0(by 1)
E[X(t)] = 0is a constant
(ii) E[Y(t)] = E[B coswyt — Asinwyt]
= E[B] coswyt — E[A]sinwyt]

=0 (by 1)

E[Y(t)] = 0 is a constant

(i)  Ryy(ty, t2) = E[X(t)Y (t2)]
= E[(A coswgyt; + Bsinwyt,)(B coswyt, — Asinwyt,)
= E[AB coswgyt, coswyt, —A% coswytysinwgt, + B% sinwyt; coswgty —
ABsinwgyt; sinwgt,]
= E[AB] coswyt; coswgt, —E[A%] coswyt,sinwyt, +
E[B?] sinwgt; coswyt, — E[AB]sinwgt, sinwyt,]

= 0 — E[A?] coswyt;sinwyt, + E[B?] sinwyt; coswyty — 0
= —E[A?] coswyt,Sinwyt, + E[B?] sinwyt; coswyt,
= E[A?](sinwgt; cOSwyt, — COSWyt;Sinwyt,)

= E[AZ]Sinwo(tl - tz)
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= E[A?%]sinw,t, which is a function of T

 Ryy(ty,ty)is a function of T

sin Acos B —cosAsinB = sin(4A — B)

Since the conditions (1), (2) and (3) for JWSS are satisfied , X(t)and Y (t)are

Is JWSS process.

Problems under Ergodic Process:

1. Let X(t) = A, where A is a random variable. Prove that {X(t)} is not

a mean ergodic.

Solution:

Given X(t) = A, where A is a random variable

To Prove {X(t)} is a mean ergodic, we have to prove
EX(®)] = lim Xr

The ensemble mean of {X(t)} is given by,
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The time average is given by,

1 T T
TS (H)dt o dt
-T -T
T
4 fdt 4 [t]T 4 2T) = A

2T 2T VT 2T B

-T
Xr =A
Jim X = e TR

From (1)and (2)
E[X(®)] # Tlim Xr
~ {X(t)} is not mean Ergodic.

2. A random process has sample functions of the form X(t) = A cos(wt +

0), where w is constant and A is a random variable with mean zero and

variance one and @ is also a random variable that is uniformly distributed

between 0 and 2. Assume that the random variables A and 0 are

independent. Prove that X(t) is a mean ergodic process?

Solution:

Given X(t) = A cos(wt + 6), where A is a random variable with mean zero .
~E(A)=0,E(4%) =1

6 is uniformly distributed between 0 and 2r
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f@) = i ;0<0<2m

To Prove {X(t)} is Mean Ergodic.
we have to prove

EX(@®)] = Jim Xr
The ensemble mean of {X(t)} is given by,

E[X(t)] = E[A cos(wt + 6)]

= E[A] cos(wt + 6) since A and 6 are independent R.V'S
=0\ @

The time average is given by,
o 1 T
Xr = Ef_TX(t)dt

-1 (T

== f_TA cos(wt + B)dt
— 4 T

= J_; cos(wt + @)dt

. =2 [sm(wt+0)]

— A . :
Xr =5~ [sin(wT + 6) — sin(—wT + 6)]

lim X; = lim % [sin(wT + 6) — sin(—wT + 0)]

T—o00 T—o00

From (1)and (2) ,E[X@®)] = TlgnooX_T
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~ {X(t)} is a mean Ergodic Process.

Correlation Ergodic Process:

Let {X(t)} be a random process. The ensemble auto correlation function is

Ryx(tq, t7) = E[X(t1)X (£5)]
The time auto correlation function is X, = %f_TTX(t) X(t+1)dt

A process {X(t)} is said to be correlation ergodic if Ry (t;,t;) = Tlim Xr

Problems under Correlation Ergodic Process:

1. Given a WSS random process {X(t)} = 10 cos(100t + 0), where 0 is
uniformly distributed over (—m, 7r). Prove that X(t) is a correlation

ergodic.
Solution:

Given {X(t)} = 10 cos(100t + 6)
>fO)=—,-m<f<m

Ryx(t,t + 1) =E[X(®)X(t + 1)]
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= E[10 cos(100t + 8) 10cos (100(t + 1) + 8)]

- %E[eos(wm +6) cos (100t + 1007 + 6)]

= 50 E[cos(100t + 6 + 100t + 1007 + 6) + cos (100t + 8 — 100t —

1007 — 6)]
= 50 E[cos(200t + 26 + 1007) + cos (—1007)]

= 50 E[cos(200t + 260 + 1007) + cos (1007)]

= 50 cos (1007) + = [ cos (200t + 1007 + 20)df

i 2T
= 50 cos (1001.) + 2_5 sin (200t+1001+29)]
T 2 X

= 50 cos 1007 + % [sin (200t + 1007 + 4m) — sin(200t + 100t — 0)

= 50 cos 1007 + % [sin (200t + 1007) — sin(200t + 1007)]

Ryx(t,t +7) = 50cos 1007

Let X, = %I_TTX(t) X(t+1)dt

= — [/, 50 cos(1007)dt + 50 [, .cos(200t + 1007 + 26)dt]

. sin (200¢ + 1007 + 26)]"
[50 cos(1007) t]1; + 50 200 >
T

T 2T
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1 50 .
= {[50 cos(1007) (T — (~=T)] + 5 [sin (200t + 1007 + 26) —

sin (200(~T) + 1007 + 26)] }

_ % {[50 c0s(1007) (27)]

1
+ I [sin (200t + 1007 + 26) — sin (—200T + 1007 + 26)] }

— 1
lim X; = lim o {[50 cos(1007) (27)]

T—0 T—o0

1
+ 7 [sin (200t + 1007 + 26) — sin (—200T + 1007 + 26)] }

N =l
— TlgnooﬁSO cos(1007) (2T) + Tlgnooﬁ [sin (200t + 1007 + 20)

— sin (=200T + 1007 + 26)]

1
= Tlim 50 cos(1007) + Tlim o [sin (200t + 1007 + 26)

—sin (—200T + 1007 + 26)]
= 50cos 1007 + 0
= 50 cos 100t
Ryx(t,t+7) = lim Xp
Hence X(t) is a correlation ergodic.

2. Find the ACF of the periodic time function X(t) = A4 sinwt.
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Solution:

Since periodic time function X(t) is given, we use time auto correlation

function.

The ACF of the process is given by Ry (t;,t,) = Tlim Xr
To find Tlim Xr

T

.~

Xr=— | X(O) X

= () X(t+71)dt
-T

T
1
o J A sinwt A sin(wt + wt)dt
It

2 T

=57 J sinwt sin(wt + wt)dt
-T

T
AZ
=7 [cos(wt — wt — wt) — cos(wt + wt + wt)]dt

==K

T
AZ
= i [cos(—wT) — cosRwt + wT)]dt

-T

AZ

T 4T

sin(Rwt + wr))T ]
2w _r

coswt ()L, — (
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B 2 21 sinRwT + wT) N sin(—2wT + wT)
~ar |77 20 20
B A? @ + A% sinQowT + wr) N sin(—2wT + wT)
~ a7 0" 4T 20 20
The ACF of the process is given by
Ryx(ty,t;) = TlgnooX_T
B A? W A*[ sinQRwT + w1) 1 sin(—2wT + wTt)
= oSt AT 20 20
AZ

Ryx(t;,t;) = - Coswr
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