ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

1.5 LINEARLY INDEPENDENCE AND LINEARLY DEPENDENCE
Linearly dependent set

A subset S of a vector space is called linearly dependent if there is a
finite number of distinct vectors v, v,, ..., v, In S and scalars a4, @, ..., Zero
such that

avy + a v, + -+ av, =0

Linearly independent set
A subset S of a vector space that is not linearly dependent is called independent.
I.e., A subset S of a vector space is called linearly independent if there exis.

number of distinct vectors v,, v, ..., v, In S and scalars a4, @, ..., @, such
av + avy + -+ ayv, = 0. Impliesay =a, =-=a, =0
Note:

e Any set of vectors which contains zero vectors is linearly dependen
e In R? any two straight lines which are not parallel are linearly indep
e In R? any two straight lines which are parallel are linearly dependen

e In R? any three vectors are linearly dependent therefore any set of n in

the R™ are linearly dependent if n > m.

Theorem 1.16: {0} is a dependent set
Proof: Let V be a vector space over F
Letv; =0

Therefore ¢yv;, =0=>a; #0

=~ {0} is linearly dependent.

Theorem 1.17: A singleton non zero vector is linearly independent set
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Proof: Let V be a vector space over F
Letv, #0€V
Therefore ¢qv; =0=>a; =0

=~ {v,} is linearly independent.

Theorem 1.18: Any subset of a linearly independent set is linearly
independent.
Proof:
Let VV be a vector space over a field F.

Let S = {vy,v,, ..., v, } be a linearly independent set.
Let S; = {vy, vy, ..., U} e a subset of S, where m < n.

Suppose S; is a linearly dependent set. Then there exist a4, ay, ... ... amin F

notall  zero, such that
a1 + vy + -+ ap vy, =0

Hence a vy + ayvy + -+ ay U + 0Vpyq + -+ + 0v,, = 0 with
Ay, Ay, e o aminF

not all zero.

Therefore {vy, vy, ..., Uy, Uma1, -, Un ) 1S @ linearly dependent set of V

I.e., S is a linearly dependent set of IV, which is a contradiction.
Therefore S; is linearly independent.

Theorem 1.19: Any set containing a linearly dependent set is also linearly
dependent
OR

Any super set of a linearly dependent set is linearly dependent set
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Proof: Let V a vector space over F.

et S be a linearly dependent setof V...
Then there exits scalar a4, a5, ..., a, € F not all zero such that

a1V + avy + -+ a,v, =0
now consider the super set S; = {vq, vy, ..., Uy, Vs 1}
Then we have a;v; + ayv, + - + a, v, + 0v,,; = 0 with at least one a; # 0

=~ Sy is linearly dependent.

Theorem 1.20: A finite set of vectors that contains the zero vector will be

linearly dependent.

Proof: Let S = {0, vy, v,, ..., U, } be any set of vectors that contains the zero

vector. Consider
a,(0) + aqv; + vy + -+ a,v, =0

Which implies a; # 0

Therefore S = {0, v, v, ..., v, } linearly dependent.

Theorem 1.21: Let S = {v,, v,, ..., v, } be a linearly independent set of vectors
in

a vector space IV over a field F. Then every element of L(S) can be uniquely

written in the form ay v, + a,v, + -+ + a, v, Where v; € Sand a; € F.
Proof: By the definition, every element of L(S) is of the form
a vy + av, + -+ ayv,
We prove that every element of L(S) can be uniquely written in the form

a1 + ayvy + -+ a,v,
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If not suppose there is linear combination B,v; + fov, + -+ + Bv, Of S
such that
a vy + ayvy + -+ v, = Bvg + Bovy + -+ Buvn, Where [ EF
= (ay — vy + (az — B)vy + -+ (ay — Blvy, =0
Since S is a linearly independent set, (a; — ;) = 0 for all i.

ai—ﬂi=0foralli

~ap = B; forall i
Hence every element of L(S) can be uniquely written in the form
alvl + azvz + °0 + anvn

Theorem 1.22: Aset S = {v,, vy, ..., v, 1, n = 2 is a linearly dependent set of
vectors in V if and only if there exists a vector v, € S such that v, is a linear

combination of the preceding vectors vy, vy, ..., Vk_1.

1. Determine whether the following sets of vectors v3(R) are
linearly dependent or linearly independent.
I. V1==(0,2,-4), V2=(1,-2,-1), V3 =(1,-4,3)
. Vi==(1,2,-3), V2=(1,-3,2), V3 =(2,-1,5)
. Vi==(1,2,3), V2=(3,1,5), V3 =(3,-4,7)

Solution:
(1) Letavi+ bvotcvs =0,a, b, ceR
a(0,2,-4)+ b(1,-2,-1)+c (1,-4,3) =(0,0,0)

= (0, 2a, -4a)+(b, -2b, -b)+(c, -4c, -3c) =(0, 0, 0)
= (b+c, 2a-2b-4c, -4a-b+3c) =(0,0,0)
b+c=0 ...l (1)
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2a-2b-4c=>a-b-2¢c=0 ... (2)
“da-b+3c=0 e 3)
Subtracting (3) from (2)
5a -5¢=0 =>a=c
From (1) b= -c
If we choose ¢ = k, then a=k and b=-k
Hence the system is linearly dependent

(i) a(L,2,-3)+b (1,-3,2)+c (2,-1,5) = (0,0,0)

atb+2c=0 ...... (1)
2a -3b —¢c=0 ....... (2)
-3a +2b+5¢c =0 ............ (3)
Multiply (1) by 2,
2a+2b+4c =0 ............. 4)

Subtracting (1) and (2),

Weget 5b+5¢=0 ... (5)
Multiply (1) by (3),
3a+3b+t6c =0 ... (6)

Adding (3) and (6),

50=11c =0 ... (7)
Substituting ¢=0 in (5)
We get b=0

From (1), a=0
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a=0,b=0c=0
The given system is linearly independent.

(i) a(1,2,3)+b(3,1,5)+c(3,-4,7) =(0,0,0)

a+3b+3c=0 ....... (1)
2a +b-4c =0 .......... (2)
at 5b+7¢c =0 ....... 3)

Subtracting (3) and (1),
2b+4c=0  ....... 4)
Multiply (1) by (2), 2a +6b+ 6¢ =0 ...(5)
Subtracting (5) and (2),
5b + 10c =0
b+26=0\ || ... (6)
Multiplying (6) by 2,
2b+de =0 ....... (7)
From (4) and (7),
B=-2c
Substituting b in (2)
2a-2c -4c =0
2a = 6¢C
a=3c

The given system is linearly dependent.
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2.1f V1 =(2, -1,0), V2=(1,2,1) and V3= (0,2,-1). Show V1, V2, V3 are
linearly independent. Is it possible (3,2,1) as a linear combination of
V1, Va, V.

Solution:
Let avi+bvo,+cvs =0,a,b,ceF

a(2,-1,0+b(1,2,1)+c(0,2,-1) =(0,0,0)

2atb=0  ....... (1)
-a+2b+2¢c =0 .......... (2)
b-c =0 SRS (3)

these equation can be put in the form AX =0

2 1 0]ga 0

[—1 | 2 ] [b] = [0

0 1 -—-1ltc 0
A\l O]

DetA:det[—l e 2
0 1 -1

el F1TIe0
= det [—1 4 2
0O 0 -1

C1-> Cy +C3

:-det[_zl i]z-gqeo

a=b=c=0
hence the system is linearly independent.

Let v=ajvi+ axvo+ aszvs where ag, az,az e F
(3,2,1) = a1(2,-1,0)+a2(1,2,1)+a3(0,2,-1)
(3,21) = (2 a1+ ap,- a1+ 2 ax+2 a3, ar- &)

Comparing
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3=2a+ta, ...l 4)
2=-a;+2a+az  .......... (5)
l=a—-as ... (6)

Multiplying (5) by 2,
4=2-ay+da+tdaz .(7)

Adding (4) and (7)

7= Satda; ... (8)
Multiplying (6) by 5,

5= Saxtd as ....(9)

Subtracting (8) and (9)

2= 9az=>az=2/9
Substituting as in (6)

1= ax-2/9 => 1+ 2/9

2, =11
—

Substituting a, in (4)

11
3=2a;+—
9
11
2a=3— —
9
27-11
2a1=
9
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16 _8
:>a1:—_—
2¥9 9
a 8 a11 2
1 9’ 29, 39

hence (3,2,1) =§(2,-1,0)+ %(1,2,1)+ 3(0,2,-1)

which is the required linear combination.

1. If x,y,z are linearly independent vectors in a vector space V then prove that

all linearly independent x+y,X-y,x-2y+2

Solution:

Let a, b, ¢ e F such that

A(x+y) +b(X-y)+c(x-2y-2)=0

= (at+b+c)x+( a- b- 2c)y + cz =0, x+0, y+0,z
Comparing a + b+c¢ =0 ... (1)

a—Db-2c=0...(2),

c=0 ....(3)
Note:
1. Any matrix with distint eigen values can be diagonalizable.
2. All matrices donot posses n linearly independent eigen

vectors. Therefore all matrices are not diagonalizable.

3. Similar matrices have the same eigen values.

4, If A is diagonalizable then it has n linearly indebendent eigen
vectors.

5. Symmetric matrices are always diagonalizable.

6. Let A be a square matirix, A is orthogonally diagonalizable

Iff it is a symmetric matrix.
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Definition:

A square matrix A is said to be orthogonally diagonalizable if there

exists an orthogonal matrix N such that D =NTAN is a diagonal

matrix.

—4

—61 - .
3 c ] Is diagonalizable

1.Show that the following matrix A= [
hence find A°.
Solution:

The characteristic equation | sgiven by |A — AI|=0

: —4-1 —6|_
(i.e.) 3 S—A_O

=>(—4 — 1) (5 = 1) -3(-6) = 0
=> -20+4 A-5 1+ A%+18 =0
=>1%-1-2=0
(A+1)( 1-2) =0
A =172
The eigen values are 1=-1,2

To find eigen vectors :

(A-Alv =0
5t s ol =l
Case (i)

Substituting A =2 in we get
_43_ ’ 5_—62| [iﬂ - [8]
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3 AR = 1)
-6X1 -6X%2 =0
3x1 +3X2 =0 => 3x; = -3X»
=>X1 = -Xo
Let x; =t thenx; =t
Vi=t(7)
Case (ii)

Substituting A =-1 in we get
|_43+ : 5_+61| [2] = [8]
B R

-3X1 -6X%2 =0
3X1 +6X, =0 => 3X; = -6X>
=>X; = -2Xo
Let x, =S5, then x; =-2s
V2=5(7)

Since A has two linearly indebendent eigen vectors it is

diagonalizable.

Modal matrix is the column vectors of the diagonalizing matrix M.
_[-1 =2

i _[ 1 1 ]

1 _[-1 —-21.[-4 -—-6][-1 -2
MAM"[l 1][3 5”1 1]
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M= Wll (cofactor matrix)"
1 [—1 2 ]
-+2l1 -1
=5 4
1 -1
Substituting M in (2),

i 2P G

-44+6 —6+101[]—-1 -2
l4-3 6—5 [1 1]
S ey
_[-2+4 —4+4
1+ 82
:ﬁ jﬂzD
MIAM=D = = 3)

Pre-multiply (3) by M and postmultiply (3) by M on both

MM?TAM M?! = MDM

A = MDM!
A=MD°M?* (4)
9_[2 ()9__F9 0
D™=1g —1] 0 (-1)°
__[512 0]
0 -1

A®=MD°®M?
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-1 21717(512 1 —2
_[ 1 —1] [ 0 ] [

=[_11 _21] [512 _1”_11 _1]

Lsize0 olalls Z
[ 514 +1026
513 1025
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