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UNIT I INTRODUCTION 

Introduction to Cloud Computing – Definition of Cloud – Evolution of Cloud Computing – 

Underlying Principles of Parallel and Distributed Computing – Cloud Characteristics – Elasticity 

in Cloud – On-demand Provisioning. 

 

1.1 INTRODUCTION 

EVOLUTION OF DISTRIBUTED COMPUTING 

Grids enable access to shared computing power and storage capacity from your desktop. 

Clouds enable access to leased computing power and storage capacity from your desktop. 

• Grids are an open source technology. Resource users and providers alike can understand 

and contribute to the management of their grid 

• Clouds are a proprietary technology. Only the resource provider knows exactly how 

their cloud manages data, job queues, security requirements and so on. 

• The concept of grids was proposed in 1995. The Open science grid (OSG) started in 1995 

The EDG (European Data Grid) project began in 2001. 

• In the late 1990`s Oracle and EMC offered early private cloud solutions . However the 

term cloud computing didn't gain prominence until 2007. 

SCALABLE COMPUTING OVER THE INTERNET 

Instead of using a centralized computer to solve computational problems, a parallel and 

distributed computing system uses multiple computers to solve large-scale problems over the 

Internet. Thus, distributed computing becomes data-intensive and network-centric. 

The Age of Internet Computing 

o high-performance computing (HPC) applications is no longer optimal for measuring 

system performance 

o The emergence of computing clouds instead demands high-throughput computing (HTC) 

systems built with parallel and distributed computing technologies 

o We have to upgrade data centers using fast servers, storage systems, and high-bandwidth 

networks. 

The Platform Evolution 

o From 1950 to 1970, a handful of mainframes, including the IBM 360 and CDC 6400 



 ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY 

 CS8791 CLOUD COMPUTING 

 

 

 

 

o From 1960 to 1980, lower-cost minicomputers such as the DEC PDP 11 and VAX 

Series 

o From 1970 to 1990, we saw widespread use of personal computers built with VLSI 

microprocessors. 

o From 1980 to 2000, massive numbers of portable computers and pervasive devices 

appeared in both wired and wireless applications 

o Since 1990, the use of both HPC and HTC systems hidden in clusters, grids, or 

Internet clouds has proliferated 

 

On the HPC side, supercomputers (massively parallel processors or MPPs) are 

gradually replaced by clusters of cooperative computers out of a desire to share 

computing resources. The cluster is often a collection of homogeneous compute nodes 

that are physically connected in close range to one another. 

On the HTC side, peer-to-peer (P2P) networks are formed for distributed file sharing 

and content delivery applications. A P2P system is built over many client machines (a 

concept we will discuss further in Chapter 5). Peer machines are globally distributed in 

nature. P2P, cloud computing, and web service platforms are more focused on 
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HTC applications than on HPC applications. Clustering and P2P technologies lead to 

the development of computational grids or data grids. 

For many years, HPC systems emphasize the raw speed performance. The speed of 

HPC systems has increased from Gflops in the early 1990s to now Pflops in 2010. 

The development of market-oriented high-end computing systems is undergoing a 

strategic change from an HPC paradigm to an HTC paradigm. This HTC paradigm pays 

more attention to high-flux computing. The main application for high-flux computing 

is in Internet searches and web services by millions or more users simultaneously. The 

performance goal thus shifts to measure high throughput or the number of tasks 

completed per unit of time. HTC technology needs to not only improve in terms of 

batch processing speed, but also address the acute problems of cost, energy savings, 

security, and reliability at many data and enterprise computing centers. 

Advances in virtualization make it possible to see the growth of Internet clouds as a 

new computing paradigm. The maturity of radio-frequency identification (RFID), 

Global Positioning System (GPS), and sensor technologies has triggered the 

development of the Internet of Things (IoT). These new paradigms are only briefly 

introduced here. 

The high-technology community has argued for many years about the precise 

definitions of centralized computing, parallel computing, distributed computing, and 

cloud computing. In general, distributed computing is the opposite of centralized 

computing. The field of parallel computing overlaps with distributed computing to a 

great extent, and cloud computing overlaps with distributed, centralized, and parallel 

computing. 

Centralized computing 

This is a computing paradigm by which all computer resources are centralized in 

one physical system. All resources (processors, memory, and storage) are fully shared and 

tightly coupled within one integrated OS. Many data centers and supercomputers are 

centralized systems, but they are used in parallel, distributed, and cloud computing 

applications. 
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• Parallel computing 

In parallel computing, all processors are either tightly coupled with centralized 

shared memory or loosely coupled with distributed memory. Inter processor 

communication is accomplished through shared memory or via message passing. 

Acomputer system capable of parallel computing is commonly known as a parallel 

computer. Programs running in a parallel computer are called parallel programs. The 

process of writing parallel programs is often referred to as parallel programming. 

• Distributed computing This is a field of computer science/engineering that studies 

distributed systems. A distributed system consists of multiple autonomous computers, each 

having its own private memory, communicating through a computer network. Information 

exchange in a distributed system is accomplished through message passing. A computer 

program that runs in a distributed system is known as a distributed program. The process 

of writing distributed programs is referred to as distributed programming. 

• Cloud computing An Internet cloud of resources can be either a centralized or a 

distributed computing system. The cloud applies parallel or distributed computing, or both. 

Clouds can be built with physical or virtualized resources over large data centers that are 

centralized or distributed. Some authors consider cloud computing to be a form of utility 

computing or service computing . As an alternative to the preceding terms, some in the 

high-tech community prefer the term concurrent computing or concurrent programming. 

These terms typically refer to the union of parallel computing and distributing computing, 

although biased practitioners may interpret them differently. 

• Ubiquitous computing refers to computing with pervasive devices at any place and time 

using wired or wireless communication. The Internet of Things (IoT) is a networked 

connection of everyday objects including computers, sensors, humans, etc. The IoT is 

supported by Internet clouds to achieve ubiquitous computing with any object at any place 

and time. Finally, the term Internet computing is even broader and covers all computing 

paradigms over the Internet. This book covers all the aforementioned computing 

paradigms, placing more emphasis on distributed and cloud computing and their working 

systems, including the clusters, grids, P2P, and cloud systems. 

Internet of Things 

• The traditional Internet connects machines to machines or web pages to web pages. The 

concept of the IoT was introduced in 1999 at MIT . 
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• The IoT refers to the networked interconnection of everyday objects, tools, devices, or 

computers. One can view the IoT as a wireless network of sensors that interconnect all 

things in our daily life. 

• It allows objects to be sensed and controlled remotely across existing network 

infrastructure 

 

SYSTEM MODELS FOR DISTRIBUTED AND CLOUD COMPUTING 

• Distributed and cloud computing systems are built over a large number of autonomous 

computer nodes. 

•  These node machines are interconnected by SANs, LANs, or WANs in a hierarchical 

manner. With today’s networking technology, a few LAN switches can easily connect 

hundreds of machines as a working cluster. 

• A WAN can connect many local clusters to form a very large cluster of clusters. 

Clusters of Cooperative Computers 

A computing cluster consists of interconnected stand-alone computers which work 

cooperatively as a single integrated computing resource. 

• In the past, clustered computer systems have demonstrated impressive results in handling 

heavy workloads with large data sets. 

Cluster Architecture 

cluster built around a low-latency, high bandwidth interconnection network. This network can 

be as simple as a SAN or a LAN (e.g., Ethernet). 

Figure 1.2 Clusters of Servers 
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Figure 1.2shows the architecture of a typical server cluster built around a low-latency, high 

bandwidth interconnection network. This network can be as simple as a SAN (e.g., Myrinet) or a 

LAN (e.g., Ethernet). 

• To build a larger cluster with more nodes, the interconnection network can be built with 

multiple levels of Gigabit Ethernet, or InfiniBand switches. 

• Through hierarchical construction using a SAN, LAN, or WAN, one can build scalable 

clusters with an increasing number of nodes. The cluster is connected to the Internet via a 

virtual private network (VPN) gateway. 

• The gateway IP address locates the cluster. The system image of a computer is decided 

by the way the OS manages the shared cluster resources. 

Most clusters have loosely coupled node computers. All resources of a server node are 

managed by their own OS. Thus, most clusters have multiple system images as a result of having 

many autonomous nodes under different OS control. 

1.3.1.2 Single-System Image(SSI) 

• Ideal cluster should merge multiple system images into a single-system image (SSI). 

• Cluster designers desire a cluster operating system or some middleware to support SSI at 

various levels, including the sharing of CPUs, memory, and I/O across all cluster nodes. 

An SSI is an illusion created by software or hardware that presents a collection of resources as one 

integrated, powerful resource. SSI makes the cluster appear like a single machine to the user. A 

cluster with multiple system images is nothing but a collection of independent computers. 

1.3.1.3 Hardware, Software, and Middleware Support 

• Clusters exploring massive parallelism are commonly known as MPPs. Almost all HPC 

clusters in the Top 500 list are also MPPs. 

• The building blocks are computer nodes (PCs, workstations, servers, or SMP), special 

communication software such as PVM, and a network interface card in each computer 

node. 

Most clusters run under the Linux OS. The computer nodes are interconnected by a high- 

bandwidth network (such as Gigabit Ethernet, Myrinet, InfiniBand, etc.). Special cluster 

middleware supports are needed to create SSI or high availability (HA). Both sequential and 

parallel applications can run on the cluster, and special parallel environments are needed to 

facilitate use of the cluster resources. For example, distributed memory has multiple images. Users 

may want all distributed memory to be shared by all servers by forming distributed shared 
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memory (DSM). Many SSI features are expensive or difficult to achieve at various cluster 

operational levels. Instead of achieving SSI, many clusters are loosely coupled machines. Using 

virtualization, one can build many virtual clusters dynamically, upon user demand. 

 

Cloud Computing over the Internet 

• A cloud is a pool of virtualized computer resources. 

• A cloud can host a variety of different workloads, including batch-style backend jobs and 

interactive and user-facing applications. 

• A cloud allows workloads to be deployed and scaled out quickly through rapid 

provisioning of virtual or physical machines. 

• The cloud supports redundant, self-recovering, highly scalable programming models that 

allow workloads to recover from many unavoidable hardware/software failures. 

• Finally, the cloud system should be able to monitor resource use in real time to enable 

rebalancing of allocations when needed. 

a. Internet Clouds 

• Cloud computing applies a virtualized platform with elastic resources on demand by 

provisioning hardware, software, and data sets dynamically. The idea is to move desktop 

computing to a service-oriented platform using server clusters and huge databases at data 

centers. 

• Cloud computing leverages its low cost and simplicity to benefit both users and providers. 

• Machine virtualization has enabled such cost-effectiveness. Cloud computing intends to 

satisfy many user applications simultaneously. 

 

 

Figure 1.3 Internet Cloud 
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b. The Cloud Landscape 

• The cloud ecosystem must be designed to be secure, trustworthy, and dependable. Some 

computer users think of the cloud as a centralized resource pool. Others consider the 

cloud to be a server cluster which practices distributed computing over all the servers 

Traditionally, a distributed computing system tends to be owned and operated by an 

autonomous administrative domain (e.g., a research laboratory or company) for on- 

premises computing needs. 

• Cloud computing as an on-demand computing paradigm resolves or relieves us from these 

problems. 

Three Cloud Service Model in a cloud landscape 

Infrastructure as a Service (IaaS) 

 This model puts together infrastructures demanded by users—namely servers, storage, 

networks, and the data center fabric. 

• The user can deploy and run on multiple VMs running guest OS on specific applications. 

• The user does not manage or control the underlying cloud infrastructure, but can specify 

when to request and release the needed resources. 

Platform as a Service (PaaS) 

• This model enables the user to deploy user-built applications onto a virtualized cloud platform. 

PaaS includes middleware, databases, development tools, and some runtime support such as Web 

2.0 and Java. 

• The platform includes both hardware and software integrated with specific programming 

interfaces. 

• The provider supplies the API and software tools (e.g., Java, Python, Web 2.0, .NET). The user 

is freed from managing the cloud infrastructure. 

Software as a Service (SaaS) 

• This refers to browser-initiated application software over thousands of paid cloud customers. 

The SaaS model applies to business processes, industry applications, consumer relationship 

management (CRM), enterprise resources planning (ERP), human resources (HR), and 

collaborative applications. On the customer side, there is no upfront investment in servers or 

software licensing. On the provider side, costs are rather low, compared with conventional hosting 

of user applications. 
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Figure 1.4 The Cloud Landscape in an application 

Internet clouds offer four deployment modes: private, public, managed, and hybrid. These 

modes demand different levels of security implications. The different SLAs imply that the security 

responsibility is shared among all the cloud providers, the cloud resource consumers, and the 

third-party cloud-enabled software providers. Advantages of cloud computing have been 

advocated by many IT experts, industry leaders, and computer science researchers. 

 

Reasons to adapt the cloud for upgraded Internet applications and web services: 

1. Desired location in areas with protected space and higher energy efficiency 

2. Sharing of peak-load capacity among a large pool of users, improving overall utilization 

3. Separation of infrastructure maintenance duties from domain-specific application development 

4. Significant reduction in cloud computing cost, compared with traditional computing 

paradigms 

5. Cloud computing programming and application development 

6. Service and data discovery and content/service distribution 

7. Privacy, security, copyright, and reliability issues 

8. Service agreements, business models, and pricing policies 
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🞂 Cloud computing is using the internet to access someone else's software running on 

someone else's hardware in someone else's data center. 

🞂 The user sees only one resource ( HW, Os) but uses virtually multiple os. HW resources 

etc.. 

🞂 Cloud architecture effectively uses virtualization 

🞂 A model of computation and data storage based on “pay as you go” access to “unlimited” 

remote data center capabilities 

🞂 A cloud infrastructure provides a framework to manage scalable, reliable, on-demand 

access to applications 

🞂 Cloud services provide the “invisible” backend to many of our mobile applications 

🞂 High level of elasticity in consumption 

🞂 Historical roots in today’s Internet apps 

🞂 Search, email, social networks, e-com sites 

🞂 File storage (Live Mesh, Mobile Me) 


