
ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY 

MA8451-PROBABILITY AND RANDOM PROCESSES 

Eigen values and Eigen vector 

 

1. Let 𝑻: 𝑹𝟐 → 𝑹𝟐 be a linear operator given  given by 

𝑻(𝒂, 𝒃) = (−𝟐𝒂 + 𝟑𝒃, −𝟏𝟎𝒂 + 𝟗𝒃). Let 𝜷 be an ordered 

basis of 𝑹𝟐 with 𝑨 = [𝑻]𝑩.  (i) Find the matrix A   (ii)The 

eigen values and eigen vectors of T. 

Solution 

Given, 𝑇(𝑎, 𝑏) = (−2𝑎 + 3𝑏, −10𝑎 + 9𝑏). 

Since 𝛽 is the  standard basis of 𝑅2  

𝐴 = [𝑇]𝐵 = [
−2 3

−10 9
] 

 To find the Eigen values: 

The characteristic equation is |𝐴 − 𝜆𝐼| = 0 

𝜆2 − 𝑆1𝜆 + 𝑆2 = 0 

𝑆1 =Sum of the leading diagonal elements 

= −2 + 9 = 7 

𝑆2 = |𝐴| = −18 + 30 = 12 

𝜆2 − 7𝜆 + 12 = 0 

𝜆 = 3, 𝜆 = 4 

𝜆 = 3,4 are the Eigen values of A 

To find Eigen vectors: 

Solve the equation (𝐴 − 𝜆𝐼)𝑋 = 0 we 

get(
−2 − 𝜆 3

−10 9 − 𝜆
) (

𝑥1

𝑥2
) = 0 … … (𝑎) 

 

 Case 1: When 𝜆 = 3, from (𝑎)  we get 
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(
−5 3

−10 6
) (

𝑥1

𝑥2
) = 0 

 

−5𝑥1 + 3𝑥2 = 0 

−10𝑥1 + 6𝑥2 = 0 

Since the two equations are same, consider  

−5𝑥1 + 3𝑥2 = 0 

−5𝑥1 = −3𝑥2 

 

𝑥1

3
=

𝑥2

5
 

𝑥1 = 3, 𝑥2 = 5 

Hence the Eigen vector corresponding to 𝜆 = 3 is 𝐸𝜆1
=

(
3
5

) 

Case 2: When 𝜆 = 4, from (𝑎)  we get 

(
−6 3

−10 5
) (

𝑥1

𝑥2
) = 0 

−6𝑥1 + 3𝑥2 = 0 

−10𝑥1 + 5𝑥2 = 0 

Since the two equations are same, consider  

−6𝑥1 + 3𝑥2 = 0 

−6𝑥1 = −3𝑥2 

 

𝑥1

3
=

𝑥2

6
 

𝑥1

1
=

𝑥2

2
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𝑥1 = 1, 𝑥2 = 2 

Hence the Eigen vector corresponding to 𝜆 = 4 is 𝐸𝜆2
=

(
1
2

) 

 

2. Let 𝑻: 𝑷𝟐(𝑹) → 𝑷𝟐(𝑹)    be the linear operator defined 

by 𝑻(𝒇(𝒙)) = 𝒇(𝒙) + (𝒙 + 𝟏)𝒇′(𝒙). Let 𝜷 = {𝟏, 𝒙, 𝒙𝟐} be 

an ordered basis of 𝑷𝟐(𝑹) with 𝑨 = [𝑻]𝜷. Find (i) The 

matrix A   (ii)The eigen values and eigen vectors of  T. 

    Solution 

   Given, 𝑇: 𝑃2(𝑅) → 𝑃2(𝑅)  be the linear operator 

defined by 𝑇(𝑓(𝑥)) = 𝑓(𝑥) + (𝑥 + 1)𝑓′(𝑥) … . (1) 

Let 𝛽 = {1, 𝑥, 𝑥2} be an ordered basis of 𝑃2(𝑅) 

To find  𝐴 = [𝑇]𝛽 

 

Let, (𝑓(𝑥)) = 1. Then 𝑓′(𝑥) = 0 

(1) ⇒ 𝑇(1) = 1 + (𝑥 + 1). 0 = 1 = 1.1 + 0. 𝑥 + 0. 𝑥2 

 

The first column of  [𝑇]𝛽 = [
1
0
0

] 

Let, (𝑓(𝑥)) = 𝑥. Then 𝑓′(𝑥) = 1 

(1) ⇒ 𝑇(𝑥) = 𝑥 + (𝑥 + 1). 1 = 1 + 2𝑥 = 1.1 + 2. 𝑥 + 0. 𝑥2 

The second column of  [𝑇]𝛽 = [
1
2
0

] 
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Let, (𝑓(𝑥)) = 𝑥2. Then 𝑓′(𝑥) = 2𝑥 

(1) ⇒ 𝑇(𝑥2) = 𝑥2 + (𝑥 + 1). 2𝑥 = 2𝑥 + 3𝑥2

= 0.1 + 2. 𝑥 + 3. 𝑥2 

The third column of  [𝑇]𝛽 = [
0
2
3

] 

𝐴 = [𝑇]𝛽 = [
1 1 0
0 2 2
0 0 3

] 

Since 𝐴 is an upper triangular matrix, the eigen values are  

𝜆 = 1,2,3 

To find Eigen vectors: 

Solve the equation (𝐴 − 𝜆𝐼)𝑋 = 0 

 (
1 − 𝜆 1 0

0 2 − 𝜆 2
0 0 3 − 𝜆

) (

𝑥1

𝑥2

𝑥3

) = 0 … . . (𝑎) 

 Case 1: When 𝜆 = 1, from (𝑎)  we get 

 (
0 1 0
0 1 2
0 0 2

) (

𝑥1

𝑥2

𝑥3

) = 0 

0𝑥1 + 𝑥2 + 0𝑥3 = 0 … . (1) 

0𝑥1 + 𝑥2 + 2𝑥3 = 0 … (2) 

0𝑥1 + 0𝑥2 + 2𝑥3 = 0 … (3) 

Solving the two distinct equations  (1) and (2) by the rule 

of cross multiplication, we get  

⇒
𝑥1

2 − 0
=

𝑥2

0 − 0
=

𝑥3

0 − 0
 

⇒
𝑥1

2
=

𝑥2

0
=

𝑥3

0
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⇒
𝑥1

1
=

𝑥2

0
=

𝑥3

0
 

𝑥1 = 1, 𝑥2 = 0,  𝑥3 = 0 

Hence the Eigen vector corresponding to 𝜆 = 1 is 𝐸𝜆1
=

(
1
0
0

) 

Case 2: When 𝜆 = 2, from (𝑎)  we get 

 (
−1 1 0
0 0 2
0 0 1

) (

𝑥1

𝑥2

𝑥3

) = 0 

−𝑥1 + 𝑥2 + 0𝑥3 = 0 … . (4) 

0𝑥1 + 0𝑥2 + 2𝑥3 = 0 … (5) 

0𝑥1 + 0𝑥2 + 1𝑥3 = 0 … (6) 

Solving the two distinct equations  (4) and (5) by the rule 

of cross multiplication, we get  

⇒
𝑥1

2 − 0
=

𝑥2

0 + 2
=

𝑥3

0 − 0
 

⇒
𝑥1

2
=

𝑥2

2
=

𝑥3

0
 

⇒
𝑥1

1
=

𝑥2

1
=

𝑥3

0
 

𝑥1 = 1, 𝑥2 = 1,  𝑥3 = 0 

Hence the Eigen vector corresponding to 𝜆 = 2 is 𝐸𝜆2
=

(
1
1
0

) 

Case 3: When 𝜆 = 3, from (𝑎)  we get 
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 (
−2 1 0
0 −1 2
0 0 0

) (

𝑥1

𝑥2

𝑥3

) = 0 

−2𝑥1 + 𝑥2 + 0𝑥3 = 0 … . (7) 

0𝑥1 − 𝑥2 + 2𝑥3 = 0 … (8) 

0𝑥1 + 0𝑥2 + 0𝑥3 = 0 … (9) 

Solving the two distinct equations  (7) and (8) by the rule 

of cross multiplication, we get  

⇒
𝑥1

2 − 0
=

𝑥2

0 + 4
=

𝑥3

2 − 0
 

⇒
𝑥1

2
=

𝑥2

4
=

𝑥3

2
 

⇒
𝑥1

1
=

𝑥2

2
=

𝑥3

1
 

             𝑥1 = 1, 𝑥2 = 2,  𝑥3 = 1 

Hence the Eigen vector corresponding to 𝜆 = 3 is 𝐸𝜆3
= (

1
2
1

) 

 

 


